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Abstract: Loss functions play a major role in influencing the effectiveness of neural networks in content-based image retrieval (CBIR). Existing loss functions can be categorized into metric learning and statistical learning. Metric learning often lacks efficiency due to pair mining, while statistical learning does not yield compact features. To this end, we introduce a novel repeller-attractor loss based on metric learning, which directly optimizes the $L_2$ metric, without pair generation. Our novel loss comprises three terms: one to ensure features are attracted to class anchors, one that enforces anchor separability, and one that prevents anchor collapse. We evaluate our objective, applied to both convolutional and transformer architectures, on CIFAR-100, Food-101, SVHN, and ImageNet-200, showing that it outperforms existing functions in CBIR.

1 INTRODUCTION

Content-based image retrieval (CBIR) seeks to find images in a database similar to a given query image. Current systems for this task rely on deep neural networks (Cao et al., 2020; Dubey, 2021; Lee et al., 2022; Radenović et al., 2019; Revaud et al., 2019; Wu et al., 2021). While neural models outperform handcrafted CBIR models (Philbin et al., 2007), a key challenge in training neural networks for retrieval is selecting the objective function. Indeed, the employed function should enhance the discriminative power of the learned representations, ensuring small differences for images of the same object and large differences for different objects, thus adapting the embeddings for image retrieval.

Most neural loss functions fall into two main types: statistical learning (e.g., cross-entropy loss (Murphy, 2012), hinge loss (Cortes and Vapnik, 1995)) and metric learning (e.g., contrastive loss (Hadsell et al., 2006), triplet loss (Schroff et al., 2015), quadruplet loss (Chen et al., 2017)). Statistical learning losses are optimized by minimizing a probability distribution, indirectly achieving the properties required for image retrieval. This makes them more suitable for classification, and less for retrieval. Metric learning losses work directly over the embedding space, optimizing the targeted distance metric. However, they often require forming tuples during optimization, which can be time-consuming. To address this, hard example mining schemes have been used (Georgescu and Ionescu, 2021; Georgescu et al., 2022; Harwood et al., 2017; Schroff et al., 2015; Suh et al., 2019; Wu et al., 2017), but statistical learning is still more efficient.

In this research context, we introduce a novel repeller-attractor loss that belongs to metric learning. The proposed loss directly optimizes the $L_2$ metric, circumventing the costly hard example mining schemes. Our loss consists of three terms tied to learnable class anchors. The primary term attracts image embeddings to designated anchors, the second term enforces anchor separability with a margin, and the third term prevents anchors from collapsing to the origin.

We conduct few-shot CBIR experiments on the CIFAR-100 (Krizhevsky, 2009), Food-101 (Bossard et al., 2014), SVHN (Netzer et al., 2011), and ImageNet-200 (Russakovsky et al., 2015) datasets, comparing our loss with popular statistical and metric learning objectives. Our evaluation includes both convolutional and transformer architectures, e.g. ResNets (He et al., 2016) and Swin transformers (Liu et al., 2021). The results demonstrate that our objective consistently outperforms existing functions across the entire range of datasets and architectures.

In summary, our contribution is twofold:

- We propose a novel repeller-attractor loss that directly optimizes the $L_2$ metric, alleviating the need for hard example mining.
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of generating pairs via example mining schemes.

• We conduct few-shot retrieval experiments to compare the proposed loss function with popular loss choices on multiple datasets.

2 RELATED WORK

Loss Functions. Generating tightly grouped features for similar images and distant features for distinct images is a challenging task in CBIR. For neural retrieval systems, the objective function plays a crucial role in shaping the geometry of the latent space (Tang et al., 2022). We review related work on diverse loss functions for effective embedding spaces.

Metric learning objectives, often involving pairs or tuples of data samples, directly optimize targeted metrics (Sohn, 2016; Vassileios Balntas and Mikolajczyk, 2016; Yu and Tao, 2019; Chen et al., 2017). The contrastive loss (Hadsell et al., 2006), an early metric learning approach, creates an attractor-repeller system based on positive and negative pairs, which promotes feature cluster separation by enforcing a distance margin $m$ for negative pairs. Triplet loss (Schroff et al., 2015) selects triplets of anchor, positive, and negative examples. For each triplet, it aims to make the distance between the anchor and the positive example lower than the distance between the anchor and the negative example plus a margin $m$. Other approaches optimize AUC (Gajic et al., 2022), recall (Patel et al., 2022), or AP (Revaud et al., 2019).

Common issues of metric learning include slow convergence (Sohn, 2016) and difficulty in pair or tuple generation (Suh et al., 2019). In opposition, our method achieves faster convergence without the need for mining strategies.

Common example mining strategies include hard, semi-hard, and online negative mining (Schroff et al., 2015; Wu et al., 2017). Hard negative mining involves constructing pairs with the farthest positive and closest negative examples for each anchor image, adding a computational step at the start of each training epoch, increasing training time. Semi-hard negative mining can sample negatives closer to positives for better stability, but the mining is still not very efficient. Online negative mining, a more efficient approach, samples negatives during training in each batch, adjusting pair difficulty dynamically. However, because the minibatch sampling is random, the generated pairs are not always sufficiently hard.

Statistical learning objectives indirectly optimize neural network embeddings. Popular ones, like variations of cross-entropy loss (Deng et al., 2019; Liu et al., 2017; Wang et al., 2018b; Wang et al., 2018a; Liu et al., 2016; Elezi et al., 2022) or cosine loss (Barz and Denzler, 2020), make the model generate embeddings in the vicinity of class centers. For instance, ArcFace (Deng et al., 2019) narrows the optimization space to an $n$-dimensional hypersphere by normalizing embeddings and corresponding class weights. ArcFace uses an additive penalty term, optimizing the angle between each feature vector and its class center.

Hybrid losses aim for improved embeddings by minimizing both a statistical and a metric learning objective (Min et al., 2020; Khosla et al., 2020). For instance, Center Loss (Wen et al., 2016) minimizes intra-class distances via cross-entropy and an attractor between each example and its class center. Class centers shift to the mean embedding of each class in a batch. A related approach (Zhu et al., 2019) uses predefined class centers. A more elaborate approach (Cao et al., 2020) combines cross-entropy with a cosine classifier and a mean squared error regressor to improve global and local features.

Unlike contrastive and triplet loss objectives that necessitate pair mining, our method eliminates the need for mining strategies. We form positive pairs online for each batch, connecting each embeddings with its class anchor, resulting in a number of positive pairs equal to the number of examples. Negative pairs are based on class centers, removing the need for a negative mining strategy and substantially reducing the number of negative pairs. To our knowledge, existing loss functions do not use self-repelling learnable class anchors as attraction poles for image embeddings.

CBIR. CBIR systems (Dubey, 2021) employ image descriptors to find images similar to a query based on scene or object similarity. These descriptors can be divided into general (Radonjic et al., 2019), which represent whole images, and local (Wu et al., 2021), which represent local image regions. They can also be combined into hybrid descriptors (Cao et al., 2020).

To enhance the results of global descriptors, a verification step usually re-ranks images using a more precise evaluation (Polley et al., 2022). This step is often carried out by an independent method which can be integrated into the global descriptor (Lee et al., 2022). CBIR can be employed to find visually similar images, or images with similar regions (Philbin et al., 2007) to the query. In this study, we focus on global descriptors. Unlike related methods, we introduce a novel loss function that harnesses class anchors to improve the efficiency and effectiveness of the learning process.
3 METHOD

Overview. Our objective function, formulated around learnable class anchors, has three terms that jointly produce a discriminative embedding space. The first term aims to attract input embeddings to their class anchors, forming clusters of similar images. Making an analogy to how magnets interact in physics, class centers (anchors) can be seen as positive magnets and image embeddings as negative magnets, creating attraction forces within the same class. The second term aims to repel class anchors from each other, treating them close makes them repel each other, but at a sufficiently large distance, the repelling force has no effect. The last term introduces an additional fixed effect. Thus, right from the start, the samples tend to pull class anchors towards the origin. To prevent anchors from collapsing to the origin, we employ an additional loss to enforce a minimum norm on class anchors, as follows:

\[ L_N(C) = \frac{1}{2} \sum_{y \in Y} \{ \max(0, p - \|c_y\|^2) \}^2, \]  

(3)

This term aims to minimize the distance between each feature vector \(e_i\) and its designated class anchor \(c_y\), ensuring low intra-class variance by grouping embeddings around their class anchors. However, the attractor loss has little effect on inter-class similarity. To address this, we introduce the following repeller loss \(L_R\):

\[ L_R(C) = \frac{1}{2} \sum_{y 

\[ \max(0, p - \|c_y - c_y'\|) \}^2, \]  

(2)

where \(y\) and \(y'\) are distinct labels from the ground-truth set \(Y\), and \(m > 0\) is the margin, representing the radius of an \(n\)-dimensional sphere around each anchor, preventing other anchors from residing within. This term aims to increase inter-class distances by pushing anchors apart. The margin \(m\) restricts the repelling force to an acceptable range, preventing excessive separation that might hinder the encoder from learning features satisfying the attractor loss defined in Eq. (1).

As shown in Figure 1, the attractor-repeller mechanism optimizes the model by pulling same-class samples together (based on the attractor term) and pushing different-class samples apart (based on the repeller term). However, initializing the weights with small random values puts the initial embeddings in random locations near the origin. Thus, right from the start, the samples tend to pull class anchors towards the origin. To prevent anchors from collapsing to the origin, we employ an additional loss to enforce a minimum norm on class anchors, as follows:

\[ L_N(C) = \frac{1}{2} \sum_{y \in Y} \{ \max(0, p - \|c_y\|) \}^2, \]  

(3)

This term aims to minimize the distance between each feature vector \(e_i\) and its designated class anchor \(c_y\), ensuring low intra-class variance by grouping embeddings around their class anchors. However, the attractor loss has little effect on inter-class similarity. To address this, we introduce the following repeller loss \(L_R\):

\[ L_R(C) = \frac{1}{2} \sum_{y \in Y} \{ \max(0, p - \|c_y - c_y'\|) \}^2, \]  

(2)

where \(y\) and \(y'\) are distinct labels from the ground-truth set \(Y\), and \(m > 0\) is the margin, representing the radius of an \(n\)-dimensional sphere around each anchor, preventing other anchors from residing within. This term aims to increase inter-class distances by pushing anchors apart. The margin \(m\) restricts the repelling force to an acceptable range, preventing excessive separation that might hinder the encoder from learning features satisfying the attractor loss defined in Eq. (1).
where $p$ is the minimum norm of a class anchor. This objective contributes to our full loss when at least one class anchor is within a distance $p$ from the origin. Figure 2 shows how the minimum norm loss pushes the class anchor away from the origin, while the attractor loss moves the associated data samples along with their anchor.

We combine the three loss terms introduced so far into a joint objective, which represents the proposed class anchor margin (CAM) loss $L_{CAM}$. Our novel loss is formally defined as follows:

$$L_{CAM}(x, C) = L_A(x, C) + L_R(C) + L_N(C). \quad (4)$$

We hereby underline that only $L_A$ operates on the training examples, while $L_R$ and $L_N$ only attend to the class anchors. Therefore, CAM loss does not require the use of negative mining strategies.

## 4 EXPERIMENTS

### 4.1 Datasets

We experiment on four datasets: CIFAR-100 (Krizhevsky, 2009), Food-101 (Bossard et al., 2014), SVHN (Netzer et al., 2011), and ImageNet-200 (Russakovksy et al., 2015). CIFAR-100 contains 50,000 training images and 10,000 test images from 100 classes. Food-101 contains 101,000 images from 101 categories, with 750 training images and 250 test images per category. SVHN contains 73,257 training digits and 26,032 test digits. ImageNet-200 is a subset of ImageNet-1K, which contains 100,000 training images, 25,000 validation images and 25,000 test images from 200 classes.

### 4.2 Experimental Setup

We consider three ResNet (He et al., 2016) models (ResNet-18, ResNet-50, ResNet-101) and a Swin transformer (Swin-T) (Liu et al., 2021). The models are implemented in PyTorch (Paszke et al., 2019), and testing is performed with Hydra (Yadan, 2019).

We initialize all models randomly, except Swin-T, which starts with weights pretrained on ImageNet (Russakovksy et al., 2015). We optimize all networks using Adam (Kingma and Ba, 2015), setting the learning rate to $10^{-3}$ for ResNets and $10^{-4}$ for Swin-T. We train the ResNets from scratch for 100 epochs, and fine-tune Swin-T for 30 epochs. The mini-batch size is 512 for ResNet-18 and ResNet-50, 128 for ResNet-101, and 64 for Swin-T. Residual models use a linear learning rate decay with a factor of 0.5, and a patience of 9 epochs. Input images are normalized such that all pixels belong to $[0, 1]$. For Swin-T, we use ImageNet statistics (Russakovksy et al., 2015) to standardize images.

When employing our loss, we set $m = 2$ and $p = 1$ for all datasets and models. Contrastive models are optimized in the feature space, so we use the nearest
neighbor model based on the learned embeddings for CBIR.

We choose the mean Average Precision (mAP) to evaluate retrieval models. We repeat each experiment for 5 times and compute the average performance and the standard deviation.

4.3 Results

For each dataset, we sample a certain number of training images from each class, starting from one example per class. We gradually increase the number of training samples, doubling the number of training examples per class in each experiment, until we reach the maximum amount of available images. In Figure 3, we present the corresponding results on CIFAR-100 (Krizhevsky, 2009), Food-101 (Bossard et al., 2014), SVHN (Netzer et al., 2011), and ImageNet-200 (Russakovsky et al., 2015).

For all three ResNet models, our CAM loss outperforms contrastive loss when the training samples are four or more per class. Contrastive loss consistently attains the worst performance, trailing both cross-entropy and class anchor margin losses. Cross-entropy is the best choice for Swin-T as long as the number of samples per class is below 64. However, as the number of samples increases, our loss exhibits a lower performance gap and even surpasses cross-entropy, typically beyond 128 samples per class. Generally, all models improve with more training data. With very few exceptions, CAM loss consistently achieves the best performance, which confirms that it is suitable for CBIR. Our loss achieves optimal results with more than four samples per class.

5 CONCLUSION

In this paper, we proposed a novel loss function based on class anchors to optimize convolutional networks and transformers for object retrieval in images. We performed few-shot CBIR experiments employing four neural models on four image datasets, showing that our loss function outperforms conventional losses based on statistical learning and contrastive learning.

In future work, we aim to extend the applicability of our approach to other data types, beyond images. We also aim to explore new tasks and find out when our loss is likely to outperform the commonly used cross-entropy.
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