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Abstract: The privacy engineering literature proposes requirements for the design of technologies but gives little guid-
ance on how to correctly fulfil them in practice. On the other hand, a growing number of taxonomies document
examples of how to circumvent privacy requirements via ”dark patterns,” i.e., manipulative privacy-invasive
interface designs. To improve the actionability of the knowledge about dark patterns for the privacy engineer-
ing community, we matched a selection of existing dark patterns classifications with the ISO/IEC 29100:2011
standard on Privacy Principles by performing an iterative expert analysis, which resulted in clusters of dark
patterns that potentially violate the ISO privacy engineering requirements. Our results can be used to develop
practical guidelines for the implementation of technology designs that comply with the ISO Privacy Principles.

1 INTRODUCTION

Privacy-by-design is increasingly recognized as the
standard approach in ICT system engineering. Still,
developers face challenges when they translate high-
level privacy requirements into specific implemen-
tation solutions at a fine-grained level (Huth and
Matthes, 2019) in software applications. These pri-
vacy requirements must be refined to a granular level
that corresponds to the systems’ functionalities and
that can, at the same time, be easily matched with
the legal requirements that must be respected in the
design of technologies that process personal informa-
tion (Sangaroonsilp et al., 2023). There is a recog-
nized need for a unified privacy requirements imple-
mentation procedure that is able to translate legal pro-
visions, such as those of the General Data Protection
Regulation, and international standards, such as the
ISO/IEC 29100:2011 Privacy framework (ISO/IEC
29100:2011, 2011), into practical applications (San-
garoonsilp et al., 2023; Anthonysamy et al., 2017;
Martin and Kung, 2018). To address this gap, mul-
tiple privacy implementation frameworks have been
developed (e.g.,(Mead and Stehney, 2005; Deng et al.,
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2011)); however, most of them currently offer broad
guidelines without sufficient practical examples of
effective practices, thereby leaving developers un-
sure on whether their design choices are in con-
formity with standards and in compliance with ap-
plicable regulations. Simultaneously, various tax-
onomies of design practices have emerged that can
be regarded as counterexamples of privacy-enhancing
practices, also known as dark patterns or deceptive de-
sign patterns. These taxonomies collect and describe
privacy-invasive interface design solutions that intu-
itively contradict well-established privacy standards.
However, a direct link between the two has never been
established.

Dark patterns in user interfaces can be considered
one of the main obstacles to the ethical design of tech-
nologies that respect user preferences and interests
and that uphold consumer rights and data protection
rights. In general, they can be described as manip-
ulative design instances created to ignore the user’s
best interests in favor of the interests of the business
employing them, such as revenue. Academic schol-
ars, practitioners, and supervisory authorities have de-
veloped multiple taxonomies of dark patterns to ac-
count for such phenomenon (e.g.(Gray et al., 2018;
Bösch et al., 2016; Jarovsky, 2022; Conti and So-
biesk, 2010; Zagal et al., 2013). Still, no consensus
exists about their exact definition and systematization,
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even though recent attempts have tried to unify the
existing knowledge to create a common, reliable, in-
teroperable vocabulary (Gray et al., 2023b). In the
present article, we analyze a selection of the current
taxonomies of dark patterns by matching them with
the privacy principles defined in ISO 29100 (ISO/IEC
29100:2011, 2011). Namely, we leveraged the diver-
sified expertise of a focus group to group such dark
patterns based on the ISO privacy principle(s) they
are likely to violate. We found that dark patterns are
likely to violate, in order of frequency, the following
privacy principles: ”Consent and choice,” ”Openness,
transparency and notice,” ”Data minimization,” ”Use,
retention and disclosure limitation,” and ”Purpose le-
gitimacy and specification”. Our discussion focuses
on how our findings can be transformed into ac-
tionable recommendations for privacy engineers and
product developers, that can be useful also for audi-
tors and certification bodies that perform conformity
checks.

2 RELATED WORK

2.1 The ISO/IEC 29100 Privacy
Framework

Among the various existing ISO standards related
to privacy and personal data, ISO/IEC 29100:2011
is the privacy framework that provides guidance
for handling personal information in Information
and Communication Technology systems (ISO/IEC
29100:2011, 2011) by establishing a set of pri-
vacy principles that govern various activities re-
lated to the processing of personal data, such as
their collection, storage, use, transfer, and dis-
posal. Translating legal obligations and standards
into specific privacy requirements for software sys-
tems is a well-recognized challenge for software en-
gineers(Sangaroonsilp et al., 2023). Organizations
currently adhere to two sources of regulation: legal
frameworks and standards (Antignac et al., 2016).
The first ones are determined by lawmakers and dif-
fer across countries of jurisdiction, while the latter are
established by the industry through consensus proce-
dures and incorporate widely accepted best practices
across national boundaries. Compared to the legal
frameworks, industrial standards offer two advantages
in the analysis of the privacy aspects of a system de-
sign: they align closely with industry perspectives,
rather than policymakers’, and are not dependent on
the legislation of different countries (Antignac et al.,
2016).

Therefore, we have decided to consider the

eleven privacy principles outlined in the ISO/IEC
29100:2011 standard: ”Consent and choice,” ”Pur-
pose legitimacy and specification,” ”Collection
limitation,” ”Data minimization,” ”Use, retention,
and disclosure limitation,” ”Accuracy and quality,”
”Openness, transparency, and notice,” ”Individual
participation and access,” ”Accountability,” ”Infor-
mation security,” ”Privacy compliance.” Each princi-
ple is decomposed into a fixed and mandatory set of
goals (i.e., the privacy requirements).

2.2 Dark Patterns Taxonomies

Dark patterns can be used for various purposes on on-
line services, such as to make consumers spend more
money or share more personal data than necessary,
benefiting businesses that employ them. Dark pat-
terns have become a growing concern over the last ten
years because they can harm users in various man-
ners, particularly those less experienced with tech-
nology (Goodstein, 2021; Gray et al., 2018; Luguri
and Strahilevitz, 2021; Chamorro et al., 2022). To
address the problem, scholars have proposed various
methods to mitigate and eliminate the effects of dark
patterns (Rossi and Bongard-Blanchy, 2021). Some
approaches address the ”human side” of dark patterns,
focusing on raising awareness in users and designers
about the harmful effects of dark patterns use (Rossi
and Bongard-Blanchy, 2021; Fansher et al., 2018;
Bongard-Blanchy et al., 2021) and offer alternative
”fair patterns” or ”bright” patterns (e.g (Graßl et al.,
2021)). Other approaches are geared toward the engi-
neering community and aim to develop applications
that detect and flag dark patterns in user interfaces
(Kollnig et al., 2021; Curley et al., 2021; Mathur
et al., 2019; Hasan Mansur et al., 2023). How-
ever, both approaches require a well-established and
feature-based classification of dark patterns. Several
different researchers and organizations have proposed
their own taxonomies for dark patterns (e.g.(Gray
et al., 2018; Mathur et al., 2021; Bösch et al., 2016;
Zagal et al., 2013; Greenberg et al., 2014; NCC, 2018;
CNIL, 2019; EDPB, 2022)); Some taxonomies focus
on the high-level intention behind dark pattern de-
signs or their overarching attributes that distinguish
them from legitimate design patterns (Gray et al.,
2018; Mathur et al., 2021), while others focus on
specific tactics or techniques that are employed(Conti
and Sobiesk, 2010; Bösch et al., 2016). Some pat-
tern catalogues are domain-specific, such as those for
online shopping(Mathur et al., 2019) or video gam-
ing (Zagal et al., 2013); it is also possible to create a
taxonomy for a specific type of interface (Di Geron-
imo et al., 2020). Often, different terms are used to
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designate the same deceptive design pattern. More-
over, some practices could be discussed within the le-
gal framework of consumer protection, while others
are rather related to data protection (EDPB, 2022).
As a result of this divergent phase of classification,
the interdisciplinary community experiences confu-
sion and disagreement about what constitutes a dark
pattern and how it should be classified. Recent ef-
forts are made to establish a standard set of categories
and definitions (Gray et al., 2023b; Gray et al., 2023a;
Gray et al., 2023c); however, this is still an ongoing
process with continuous evolution.

Dark patterns are a threat to users’ privacy (Gu-
nawan et al., 2022) since they can, for example, ma-
nipulate users into agreeing to privacy terms that are
not in their best interests (Bösch et al., 2016) or
nudge them to share more personal data than intended
(Jarovsky, 2022). The various data privacy implica-
tions of dark patterns have been discussed both in the
user experience (Gray et al., 2018; Habib et al., 2019)
and legal(Matte et al., 2020; Santos et al., 2021; Gray
et al., 2021; Jarovsky, 2022; Martini et al., 2022; Gu-
nawan et al., 2022; EDPB, 2022) domains, resulting
in a series of legislative and recommendation initia-
tives(Voigt and Von dem Bussche, 2017; CNIL, 2019;
CPRA, 2020; EDPB, 2022). In the present paper, we
go beyond the state of the art by deliberately focus-
ing on the privacy risks created by implementing dark
patterns in ICT systems by recurring to the ISO/IEC
29100 Privacy Principles framework.

3 RATIONALE AND RESEARCH
QUESTION

Except for (Bösch et al., 2016; Jarovsky, 2022; CNIL,
2019; EDPB, 2022; Kitkowska, 2023), most existing
taxonomies do not focus solely on privacy-invasive
deceptive design patterns that may violate data pro-
tection obligations. They rather have a broader scope
and usually include only a few examples of categories
threatening users’ privacy. Hence, they do not con-
stitute off-the-shelf solutions for privacy-focused sys-
tematic evaluations of ICT systems.

Moreover, the existing taxonomies seem to fo-
cus on infringements of the General Data Protec-
tion Regulation (GDPR)’s data protection require-
ments, which inherently constrains their applicability
primarily to the European Union’s context. In con-
trast, international organizations often operate within
a framework of multiple standards and guidelines.
For those already compliant with global benchmarks
like ISO/IEC 27001 for information security manage-
ment, there is an inherent ease in integrating ISO/IEC

29100 principles, given the synergy between their
structures and requirements. To address this gap and
conduct a comprehensive analysis of current dark pat-
tern categories and examples concerning potential pri-
vacy violations, we have sought to answer the follow-
ing research question: Which of the privacy prin-
ciples provided by the ISO 29100 International
Standard are most frequently violated by the dark
patterns presented in existing taxonomies?

4 METHODOLOGY

First, to collect dark patterns classifications from
existing literature, we scanned through the most
well-known research databases (ACM Digital Li-
brary, Google Scholar, ScienceDirect) by the key-
words ”dark patterns” and ”deceptive patterns.” We
largely based our list on the previous work in tax-
onomy’s analysis (Mathur et al., 2021) and updated
the list with taxonomies from our search. We ex-
cluded the experimental papers and focused on the
papers that addressed the problem of classifying dark
patterns. We included the non-academic publication
of Harry Brignul, presented on his website (Brignull,
2022), as this classification is widely used within the
academic community. We also added to the analy-
sis the reports and guidelines issued by the regulatory
bodies (BEUC, 2022; CNIL, 2019; EDPB, 2022). As
some of the taxonomies were re-elaborations of exist-
ing ones and some categories were overlapping, we
merged several dark pattern definitions. We also con-
sider separately the categories and subcategories of
EDPB guidelines (EDPB, 2022). The final body of
analysis included a list of 98 dark patterns out of 13
taxonomies. The list of taxonomies used for the anal-
ysis is presented in the APPENDIX.

Second, Authors 1 and 2 gathered a group of four
experts in data protection law and computer science
who have expertise on dark patterns (including au-
thors 3 and 4), to whom they sent the list of dark pat-
tern definitions and a short presentation containing the
ISO 29100 privacy principles. The experts were asked
to identify if the first 25 dark patterns’ definitions
from the list represented a lack of conformity with the
privacy principles, with a maximum of two principles
per definition. Experts could also consider the defi-
nition as not related to any privacy problem. Then,
Authors 1 and 2 leveraged their expertise in conduct-
ing focus groups and privacy engineering to organize
two 2-hour focus groups with the experts to discuss
the differences between the various experts’ attribu-
tions and reach an agreement where there was none.
This was pivotal in establishing and clarifying the cri-
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teria for which deceptive pattern categories should be
assigned to certain privacy principles, which the ex-
perts then used to code the rest of the definitions.

Third, Authors 1 and 2 merged the experts’ re-
sults, proposed the final attribution, and asked for
expert feedback. Then, they discussed the experts’
feedback about the final classification to ensure the
method’s robustness and to address disagreements be-
tween the experts. Overall, the experts co-developed
two main guiding strategies:

1. Law-Agnosticism. Many of the ISO 29100 pri-
vacy principles are closely related to the foundational
data protection principles enshrined by the GDPR,
although there are relevant differences. Hence, the
analysis was carried out by deliberately ignoring the
GDPR’s principles, which could have led the experts
astray, even though knowledge of the GDPR was im-
portant to reflect on the nuances of the ISO principles
and underline the differences between the two to ob-
tain a reliable matching.

2. Interpretation of Immediate Threats and Conse-
quences. The experts acknowledged that certain defi-
nitions of dark patterns focused on the resulting effect
on users (e.g., ”Automating the user away”), whilst
others described the functioning mechanisms of the
dark pattern (e.g., ”Interruption”). The latter group
of patterns was excluded because it lacked exclusive
privacy-related consequences.

Fourth, Author 1 and 2 engaged in multiple rounds
of discussion with experts to resolve disagreements
and create a reliable classification. The pre-final ver-
sion of the classification was shared with the experts.
The full cycle of expert analysis and discussion took
three months. The presented analysis was finalized in
April 2023.

5 FINDINGS

We first provide an overview of the results of the
analysis (a graphical representation of findings is pre-
sented in Figure 1) and then provide more granular
information about each privacy principle.

The principle that is violated by most dark patterns
in our analysis (near 39% of analyzed patterns) is
”Consent and choice,” where dark patterns are likely
to violate the conditions for the validity of consent:
the ”user’s choice” must be freely given, specific,
and informed. Note that the user’s choice can have
a broader meaning than consent as one of the legal
bases under the GDPR, since it can also refer to other
kinds of data controls that users can use (e.g., app
permissions). Practices that pressure users to make a
choice or provide inadequate information about han-

Figure 1: The distribution of the analyzed dark patterns
across the various privacy principles that they are likely to
violate. Overlapping areas indicate those dark patterns that
may infringe two principles.

dling personal data based on that choice are likely
to threaten the validity of consent and choice. This
principle additionally concerns the need for ”clear,
prominent, easily understandable, accessible, and af-
fordable mechanisms to exercise choice and give con-
sent regarding the processing.” Some deceptive de-
sign patterns hide controls or offer deceptive, cum-
bersome affordances, making it hard or even impos-
sible for users to manage their privacy settings. The
second privacy principle most targeted by dark pat-
terns is ”Openness, transparency, and notice” (near
30% of all analyzed patterns). It refers to the obli-
gation to provide users with clear and easily acces-
sible information about the policies, procedures, and
practices regarding data processing to enable them to
make informed decisions. The third privacy principle
is ”Individual participation and access” (near 16% of
patterns): adhering to this principle means equipping
individuals with ”the ability to access and review”
their personal information. It is also necessary to im-
plement organizational and/or technical measures that
enable users ”to exercise these rights in a simple, fast,
and efficient manner, without undue delay or cost.”
Dark patterns can hinder people from exercising their
data rights by adding unnecessary friction that raises
the costs of performing certain actions.

In this study, requirements related to the fourth
principle, “Collection limitation,” were merged with
the requirements of the “Data minimization” princi-
ple to ease their assessment (in sum near 9% of ana-
lyzed patterns). Dark patterns that pose a risk to these
principles aim to encourage users to share more per-
sonal data than necessary to achieve the processing
purpose, for example, by presenting privacy-invasive
default options.

The last two privacy principles that are likely to
be violated are “Use, retention and disclosure limita-
tion” and “Purpose legitimacy and specification” (the
same 4% of analyzed patterns): the former concerns
those design practices that aim at collecting and re-
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taining personal data for longer than necessary, while
the latter is about adequately selecting and communi-
cating the purpose of processing. The analysis also
showed that nearly 32% of the dark patterns under
examination do not pose any direct risk to privacy.
Among those that do, at first sight, none seems to
show non-conformity with the privacy principles of
”Accuracy and quality,” ”Accountability,” and ”Com-
pliance”. However, privacy-impacting dark patterns
may nevertheless infringe upon such principles, al-
beit indirectly: failing to conform with the principle
of data minimization ultimately impacts conformity
with the principle of accountability. In other words,
the use of deceptive design patterns overtly impacts
conformity with certain principles and, as a conse-
quence, indirectly impacts conformity with others.

There is a reason for the accentuated focus on the
direct violation of principles: dark patterns concern
the interaction between the user and the system at the
interface level, while they are less directly related to
the system’s back end. Moreover, the interconnected
nature of privacy requirements also explains why the
expert panel sometimes identified two privacy princi-
ples at risk due to a single dark pattern. As a result,
one-third of the dark patterns considered in this study
are likely to violate two privacy principles simultane-
ously.

5.1 Consent and Choice

The data highlights that ”Consent and Choice” is the
privacy principle most often violated by dark patterns,
corresponding to obtaining explicit and voluntary per-
mission before collecting and processing personal
data. A significant privacy violation occurs when in-
dividuals are not given the option to allow or deny
such processing, but their authorization is taken for
granted, even though they are neither informed nor in
control of their data. For example, dark patterns such
as ”Automating the user away”(Gray et al., 2020) and
”Sneaking”(Chromik et al., 2019) correspond to this
kind of violation. In the case that consent is granted,
it is essential to provide individuals with a straightfor-
ward method to manage the permissions for their data.
However, patterns like ”Bait and change”(Kitkowska,
2023) violate this second core privacy aspect because
the affordances on the interface do not enable users
to understand the consequences of their interactions
with such affordances; therefore, the link between the
choice and the method to signify such a choice is ob-
scure.

Giving people a genuine choice regarding the pro-
cessing of their personal data implies that individuals
should make decisions freely and without any pres-

sure. However, dark patterns based on coercing users
(”Coercion” (Gray et al., 2018)), emotionally steering
them (e.g., ”Confirmshaming”(Brignull, 2022) and
”Blaming the Individual”(CNIL, 2019)) or promis-
ing rewards to them (NCC, 2018) pressure individuals
into a decision. Similarly, consent can be requested
persistently, hoping that over time individuals will
relent (”Continuous prompting”(EDPB, 2022) and
”Repetitive incentive”(Kitkowska, 2023)). Freedom
of the user’s choice can be restricted by manipulating
the pace and complexity of the choice process like
in ”Safety Blackmail” (Kitkowska, 2023) ”Forced
Action,”(Gray et al., 2018) and ”Obstruction,”(Gray
et al., 2018) or by seeking consent in the manner,
interrupting the user’s task flow (”Last Minute Con-
sent”(CNIL, 2019)). As the ISO/IEC29100 states,
the user’s choice should be ”clear, prominent, easily
understandable, accessible, and affordable.” Multiple
dark patterns challenge these criteria. Some subtly
diminish the clarity of the implemented mechanisms
to enable users to express a choice by manipulating
the user interface to prioritize certain actions over
others (”Interface Interference”(Gray et al., 2018)).
These manipulations might involve designs that art-
fully push users toward more privacy-invasive choices
(”Hidden in Plain Sight”(EDPB, 2022)) or frame set-
tings by emphasizing the benefits of a certain decision
while downplaying its drawbacks (”Framing” (NCC,
2018)). Sometimes, explanations or questions are
worded to lead users astray (”Misrepresent”(Jarovsky,
2022) and ”Trick Questions”(Brignull, 2022)), or
contain conflicting information which reduces clar-
ity (”Conflicting Information”(EDPB, 2022)). Vio-
lations may be caused by both insufficient informa-
tion (”False Continuity”(CNIL, 2019)) or overwhelm-
ing information and choices (”Overloading” (EDPB,
2022) and ”Too Many Options”(EDPB, 2022)). The
goal is often to create a long and tedious process for
expressing choice or providing consent, leading users
to give up expressing an informed decision or mis-
understand their chosen settings. Some dark patterns
become evident over time with repeated interactions.
For instance, it might be harder to withdraw consent
than give it in the first place, a tactic known as ”Roach
Motel”(Brignull, 2022).

5.2 Openness, Transparency and Notice

This principle mandates that individuals be informed
about the processing of their personal data, includ-
ing the data processing policies, procedures, and prac-
tices. This includes the purposes for processing per-
sonal data and the options available to individuals for
exercising their rights. When significant changes in
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the handling of personal information arise, individu-
als must be notified. In addition to conveying this in-
formation to individuals, it should be ”clear and eas-
ily accessible.” Some dark patterns identified in this
study violate these stipulations.

Clear information should be straightforward, de-
void of ambiguity, and easy to understand. A group
of dark patterns introduces confusion or ambiguity by
using either ambiguous language or contradictory in-
formation (like ”Ambiguous Wording,”(EDPB, 2022)
”Hidden Legalese Stipulations,”(Bösch et al., 2016)
”Misrepresenting,”(Gray et al., 2020) and ”Two-
Faced”(Gray et al., 2020)). A disorganized presen-
tation of information can also lead to confusion (e.g.,
”Lack of Hierarchy”(EDPB, 2022)). The user’s abil-
ity to comprehend the information can also be ham-
pered when the information is unintelligible (”Con-
fusion”(Conti and Sobiesk, 2010)) or presented in a
language that the user is not familiar with (”Language
Discontinuity”(EDPB, 2022)). Information is easily
accessible when it is presented in a way that lets users
readily access its content. Some user interfaces de-
liberately make such access unfeasible (e.g., ”Hin-
dering,”(EDPB, 2022), ”Obfuscation” (Conti and So-
biesk, 2010)) or extremely challenging (”Privacy
Maze”(EDPB, 2022)). Moreover, some interface de-
signs intentionally divert users’ attention from data
processing details (”Look Over There,” (Brignull,
2022)). Another tactic involves overwhelming users
with excessive information, causing them to abandon
their search (”Overloading” (EDPB, 2022)).

5.3 Individual Participation and Access

The ”Individual Participation and Access” privacy
principle aligns with the rights of individuals con-
cerning their personal data management. To adhere
to this principle, users should be empowered to ac-
cess their data, review them, challenge their accu-
racy, and request modifications, corrections, or re-
movals. In practical terms, users should be provided
with the necessary tools to exercise these rights. If
these tools are malfunctioning, restricted, or missing,
as highlighted by the deceptive design patterns (like
”Dead End”(EDPB, 2022) and ”Restricting Function-
ality”(Conti and Sobiesk, 2010)), users lose their abil-
ity to control their personal data.

However, merely providing tools for users to man-
age their data doesn’t ensure compliance with this
principle. The ISO/IEC 29100 standard mandates
that users should be able to exercise their rights eas-
ily, quickly, and efficiently. However, several dark
patterns intentionally make this process challenging,
slow, and inefficient. Some patterns hide controls,

making them hard to locate (e.g.”Decontextualising,”
(EDPB, 2022) ”Obfuscation,”(Conti and Sobiesk,
2010)), while others complicate the process to de-
ter users from proceeding further (e.g., ”Immortal
Account,”(Bösch et al., 2016) ”Obstruction,”(Gray
et al., 2018)). Some tactics deliberately extend the
process by demanding unnecessary steps from users
(e.g., ”Longer Than Necessary”(EDPB, 2022)), hop-
ing they will abandon the process. Additionally,
certain patterns compromise the process’ efficiency
by causing a mismatch between a user’s expectation
and the outcomes of the user’s action (e.g., ”Bait
and Change,”(Kitkowska, 2023) ”Misleading Infor-
mation”(EDPB, 2022)).

5.4 Data Minimization

Deceptive design patterns that potentially infringe
the data minimization principle are used to collect a
greater amount of personal data than what would be
necessary to fulfil the purpose of the processing ac-
tivity. The analysis identified three types of deceptive
design patterns that will likely breach this principle.
The first one refers to services such as social networks
where users share more personal data than they in-
tend (”Privacy Zuckering(Brignull, 2022)”). The sec-
ond type implements a pre-checked privacy-invasive
option for data sharing that counters the ’privacy by
default’ approach and requests users to actively des-
elect such an option when configuring their account
(”Default sharing”(CNIL, 2019)). Designers can also
obscure or hide privacy controllers to prevent users
from changing the pre-checked settings (”Default set-
ting”(CNIL, 2019)). The third type uses misleading
information. For example, they might suggest that
the data collection is for legitimate purposes such as
customizing services or improving the user experi-
ence when it is not (”Improving Experience”(CNIL,
2019)), or they might reassure users that their data
will remain private and under their control when it is
not the case (”Just You and Us” (CNIL, 2019)).

5.5 Use, Retention and Disclosure
Limitation

Deceptive design patterns can also violate the use, re-
tention, and disclosure of personal data. Just as with
data collection, the use, retention, and disclosure of
personal data should only extend to what is essential
for well-defined, specific, and legitimate purposes.
Various dark patterns violate use limitations by ex-
ploiting the user’s personal contacts to create auto-
mated communication emails to the user’s contacts
(e.g., ”Address Book Leeching,”(Bösch et al., 2016)
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”Friend Spam(Brignull, 2022)).

5.6 Purpose Legitimacy and
Specification

Finally, dark patterns violate the principles of pur-
pose legitimacy and specification since they collect
and reuse information for purposes that are not ade-
quately communicated to the user. For instance, the
Address Book Leeching(Bösch et al., 2016) pattern
initially requests permission to access a user’s con-
tact list, claiming that it is necessary for the app’s
functionality, whereas, once granted permission, it
engages in an additional activity, such as sending invi-
tations to the people listed in the address book. Simi-
larly, the ”Shadow User Profiles”(Bösch et al., 2016)
pattern is employed to create and store information
about individuals from a contact list without disclos-
ing this purpose to the user. This lack of transparency
regarding the data’s ultimate usage infringes upon the
principle of purpose legitimacy, as users are left un-
aware of how their contact information is being lever-
aged for purposes beyond what they initially agreed
to.

6 DISCUSSION AND PRACTICAL
IMPLICATIONS

The study results indicate that dark patterns predomi-
nantly target privacy requirements described in terms
of subjective properties such as clarity, usability, and
accessibility of information and user choices related
to the graphical user interface design. This may re-
flect the great attention of the academic and regula-
tory community to dark patterns used to maximize
consent rates (e.g., on cookie banners), which is a vis-
ible front-end phenomenon that can be analyzed more
easily than other deceptive strategies that are hid-
den in the back-end and therefore less blatant to the
user/researcher who may need sophisticated means to
detect them. For instance, it is difficult to determine
whether data are collected for other purposes rather
than those that have been declared, as this would en-
tail audits of the actual data practices of the com-
pany which can not be uncovered through the mere
inspection of the user interface. There is a growing
awareness in the dark pattern academic, policy, and
regulatory community about the need to go beyond
the user interface to discover the deceptive practices
that are employed in the back-end (e.g., in mobile ap-
plications, machine-learning models, etc.) (OECD,
2023; Kocyigit et al., 2023) and to cover emerging

interfaces (e.g., embedded interfaces, VR, and AR)
(Krauß, 2022; Owens et al., 2022). Hence, future
work should analyze whether patterns that are pub-
lished in novel taxonomies impact other privacy prin-
ciples that appear only tangentially in the results of
the present study.

To fulfil ISO 29100, it is paramount to prioritize
protecting users’ privacy over illegitimate business
practices that maximize the collection and process-
ing of personal data. This can be achieved by plac-
ing the users at the center of the development pro-
cess, encouraging the adoption of respectful privacy-
enhancing design patterns, and avoiding dark patterns
that lower privacy safeguards. Dark patterns exem-
plify why a human-centered approach is necessary for
privacy engineering. Human-centered design, identi-
fied as a requirement in the ISO/IEC 31700 standard
(31700-1:2023, 2002), refers to an approach to sys-
tem design and development that focuses on enhanc-
ing the interactions with a system for human users
(ISO/IEC 31700:2023, 3.21). Adopting this human-
centered engineering approach will assist privacy en-
gineers in avoiding the implementation of deceptive
design patterns, although it will not solve other sys-
temic aspects that favor their adoption, such as those
related to the AdTech business model that gathers
massive amounts of data for advertising purposes and
the race to the bottom in this respect that seems to be
happening in online services.

Moreover, per the ISO/IEC 15288 standard
(ISO/IEC, 2002) concerning System Life Cycle Pro-
cesses, privacy engineers should carefully consider
the privacy requirements jeopardized by dark patterns
and analyze, implement, and verify the technical and
organizational measures at all stages of the develop-
ment process. The results of the current work can
also be used for privacy threat modeling as part of
LINDDUN (Deng et al., 2011) and PriS (Islam et al.,
2012) methods, thereby informing system design. For
example, the dark patterns identified through this
work can be used to exemplify LINDDUN’s threat
types: “Data Disclosure,” “Unawareness and Uninter-
venability,” and, ultimately, “Non-compliance.” This
work can help broaden the understanding of system
vulnerability to include the vulnerability that derives
from human cognitive biases and human-machine in-
teraction (such as lack of consent, transparency, and
user empowerment (Wright and Raab, 2014)) and that
is exploited by manipulative designs. This can sup-
port the work of privacy engineers when they define
and test the system requirements. Similarly, our map-
ping can also be leveraged by ISO certification enti-
ties to support their analysis and integrate design con-
siderations into their arguments for providing or con-
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firming such certifications.
The findings of this study can also support a more

objective reconceptualization of privacy-related dark
patterns in terms of their violations of specific privacy
requirements, thereby solving terminological fuzzi-
ness and making the definition of this phenomenon
more easily actionable (e.g., when it comes to de-
veloping automated deception applications). Such
reconceptualization can be integrated into the meth-
ods used for evaluating the risks related to data prac-
tices (such as privacy and data protection impact as-
sessments), which do not traditionally consider the
user manipulation aspects in determining the risks to
individuals’ rights and freedoms. For example, in the
EU, Article 24 of the GDPR mandates companies to
put in place organizational and technical measures to
mitigate the identified risks and be compliant. The
risks generated by the design patterns mentioned in
these pages mainly encompass the privacy of users,
the lack of which can engender harms such as auton-
omy harms (e.g., lack of control over one’s own data),
reputational harms (e.g., derived from the overshar-
ing of confidential information), psychological harms
(e.g., negative feelings of embarrassment, fear, anxi-
ety, etc) and discrimination harms (e.g., price discrim-
ination based on profiling) (Citron and Solove, 2022).
Our mapping clearly identifies how avoiding specific
dark patterns can lower risks for users and, therefore,
simplify the obligations for companies, even in terms
of mitigation measures, while lowering their compli-
ance risks. More in general, given that the founda-
tional principles of the ISO 29100 are shared with the
GDPR, respecting these privacy principles may also
help privacy engineers implement measures within
their organizations to achieve compliance with legal
obligations.

Furthermore, the results could also be used to de-
termine whether the solutions proposed to tackle de-
ceptive design patterns (for an overview, see the ma-
trix in (Rossi and Bongard-Blanchy, 2021)) are effec-
tive. For example, the best practices that have been
proposed by the European Data Protection Board
(EDPB, 2022) mainly concern how to design trans-
parent and consistent communications towards users
(in sign-up interfaces, privacy policies, data breach
communications, privacy settings, etc.) (alike the first
three principles that resulted from our analysis), but
do not provide guidance on how to implement the
principles of data minimisation or purpose legitimacy
and specification without dark patterns. Lastly, identi-
fying risks related to deceptive designs and mitigation
measures can be useful to address online manipula-
tion more in general (that encompasses dark patterns,
social engineering, AI-based deception and misinfor-

mation), which is increasingly recognized as one of
the major digital threats of modern societies.

7 CONCLUSIONS, LIMITATIONS
AND FUTURE WORK

Our analysis showed that most privacy-impacting
dark patterns impact subjective properties of ICT
system design related to user choice and trans-
parency. Considering the requirements related to
human-centered engineering and system life cycle de-
sign, dark pattern types and examples can provide
practical guidance to privacy engineers and product
developers on what to avoid to fulfill the ISO 21900
requirements and to map privacy threats and system
vulnerability in a more comprehensive manner. Fu-
ture work should focus on further determining ”fair
design patterns” that can be adopted to implement pri-
vacy engineering in practice.

Our results are preliminary findings revealed by
a small group of experts (four in the first stage of
discussion and three in the re-evaluation stage): fu-
ture studies will benefit from a broader, diverse group
of researchers and practitioners. Another limita-
tion is that the collection of taxonomies was final-
ized in June 2022 and did not include those pub-
lished later. Since then, several important attempts
have been made to address the actionabilities of tax-
onomies (Gray et al., 2023b) and leverage transdisci-
plinary cooperation (Gray et al., 2023a). Future work
should consider those and conduct a similar analysis
on the brand-new ISO 31700 on Privacy by Design
for Consumer Goods and Services (ISO, 2023) that
has a pronounced user experience slant. Addition-
ally, while one-third of the pattern definitions we dis-
cussed in the study do not create immediate privacy
risks, some of them (e.g., ”Scarcity”) can still hin-
der users’ ability to make well-considered decisions
(Botes, 2023). Outside the scope of privacy engi-
neering per se, the community should pay attention to
these cases and work towards disseminating an ethical
approach to the design and development of technolo-
gies.
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