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Large-Scale transformer models pose challenges due to resource-intensive training, time, and data require-
ments for fine-tuning on new tasks, mainly due to their extensive parameter count. To address this, zero-
shot and few-shot learning, aided by techniques like prompts and parameter-efficient modules, have emerged.
However, these techniques are often tailored for vision-only or language-only tasks, leaving a gap for their
effectiveness in multi-modal tasks like image captioning. This paper explores the effectiveness of prompts
and parameter-efficient modules in reducing the training effort for image captioning. Rather than extensive
fine-tuning, we trained only the prompt and parameter-efficient modules on the pretrained Oscar transformer
model using the COCO dataset. We tested five prompt tuning approaches and two parameter-efficient methods.
Notably, combining visual prompt tuning(VPT) with Adapter and LoRA led to a 2% Cider score improvement
after just one epoch training, with a minimal increase in trainable parameters (5.7%). Our work paves the way
towards using single-stream transformer models for a variety of fine-tuned tasks, but with a huge potential

reduction in retraining time and processing resources.

1 INTRODUCTION

Prominent transformer models, including ChatGPT
(Brown et al, 2020), GPT-4 (OpenAl, 2023),
BLOOM (Scao et al., 2022), and LLaMA (Touvron
et al., 2023), exhibit remarkable capabilities, accom-
modating over 20 languages, over text, images and
audio data. Their performance often surpasses human
performance across various tasks. However, these
models are characterized by an immense parameter
count, typically numbering in the hundreds of bil-
lions, and their training necessitates substantial com-
putational resources. For example, the training cost
for GPT-3 (Brown et al., 2020) alone amounted to
an exorbitant 12 million USD (Floridi and Chiriatti,
2020). When training is required for new down-
stream tasks, the prevailing approach is to opt for
zero-shot learning or few-shot learning methods. This
eliminates the full fine-tuning process which is pro-
hibitively expensive. In zero-shot learning, the pre-
trained transformer model will use the downstream
task data without undergoing any fine-tuning on the
downstream task data. While in few-shot learning,
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the model receives a limited number of examples as
contextual cues to aid in task completion.

Recently, transformer models have used different
methods to improve their performance while reduc-
ing the computational requirements. These include
using prompts to facilitate the zero-shot and few-shot
learning (Alayrac et al., 2022; Li et al., 2023) and
parameter-efficient tuning methods (Houlsby et al.,
2019; Zaken et al., 2021; Aghajanyan et al., 2020; Hu
et al., 2021). The incorporation of prompts enables
large language models to enhance their zero-shot per-
formance by providing concise task descriptions as
a component of the model input. Parameter-efficient
tuning methods include a module with a small number
of parameters alongside the original model. With the
original pre-trained model frozen (i.e. no fine-tuning),
these parameter-efficient modules are trained using
the target dataset. The new model is the combination
of the original model and the parameter-efficient mod-
ules together refined for the target task with shorter
training time and less training resources.

The majority of prompt tuning and parameter-
efficient tuning techniques have been formulated with
a single-modal task focus, such as image classifica-
tion (Jia et al., 2022) and natural language genera-
tion (NLG) (Hu et al., 2021). Typically, a prompt
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solely influences one modality, either textual (Liu
etal., 2021; Li and Liang, 2021; Houlsby et al., 2019;
Karimi Mahabadi et al., 2021) or visual(Jia et al.,
2022; Zang et al., 2022). Our objective is to evalu-
ate whether these established methods exhibit similar
performance enhancements in the multi-modal con-
text such as image captioning, incorporating both vi-
sual and textual inputs.

Current prompt methods are typically tailored
for multi-stream transformers, which handle visual
and language features separately with different trans-
former blocks. We used the Oscar pre-trained model
due to its characteristic as a single-stream transformer
which is designed to process both visual and language
features within the same transformer block.

We evaluated five different prompts as additional
task-specific learnable parameters for Oscar, to iden-
tify the optimal prompt approach. We then applied
two parameter-efficient tuning techniques, specifi-
cally LoRA (Hu et al., 2021) and Adapter (Houlsby
et al.,, 2019), with the objective of evaluating their
potential to enhance Oscar’s performance in the do-
main of image captioning. Additionally, we con-
ducted a comparative analysis to assess the perfor-
mance of the various prompts in conjunction with
LoRA and Adapter. We found that including both
prompts and parameter-efficient tuning improved the
performance of Oscar on image-captioning. The VPT
approach which added trainable prompts to the visual
features was found to be the best prompt. The addi-
tion of LoRA and Adapter further improved perfor-
mance, with a small number of trainable parameters,
giving an overall 2% increase in the Cider score.

2 RELATED WORK

For Large Language Models (LLMs), the conven-
tional training paradigm requires initial pre-training
followed by fine-tuning for specific downstream
tasks. However, fine-tuning the entire model for new
downstream tasks has become prohibitively resource-
intensive. We review related works in the two dis-
tinct approaches that have emerged to alleviate the
resource-intensive process of fine-tuning the entire
model: Prompts and Parameter-Efficient methods.
Prompts: The first is a paradigm shift in LLMs
from fine-tuning to zero-shot learning or few-shot
learning, augmented by the use of prompts. In zero-
shot or few-shot learning the fine-tuning phase has
been replaced by a step that involves pre-training,
prompting and predicting (Liu et al., 2023a). For in-
stance, consider the task of predicting the sentiment
of a sentence like “I missed the bus today.” In the
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absence of prompts, this sentence is presented as the
sole input. However, when prompts are employed, the
sentence is augmented by, for example, 1 felt so __,”
which serves as both a cue for the model to perform
sentiment classification and a format for constructing
the input. This shift towards prompts has proven to
be efficient and adaptable for LLMs across a range
of diverse downstream tasks, as demonstrated by the
capabilities of GPT-3 (Brown et al., 2020).

More recent developments in LLMs, including
prefix-tuning (Li and Liang, 2021) and p-funing (Liu
et al.,, 2021), have further refined this approach by
transforming English prompts into sets of trainable
embeddings. The primary model is held constant with
no fine-tuning, while the new downstream dataset is
used to train these prompt embeddings, thereby con-
serving valuable training resources and time. Each
downstream task is equipped with its own tailored
prompt embeddings.

For the visual modality, the concept of visual
prompt tuning (VPT) (Jia et al., 2022) has been in-
troduced, using a trainable vector similar to the em-
beddings in prefix-tuning and p-tuning. Furthermore,
VPT introduces trainable prompts at each transformer
block layer to further improve the performance.

In the context of vision-language modality, which
entail two modalities (vision and language), the CoOp
(Zhou et al., 2022b) approach uses trainable vec-
tors as prompts specifically designed for the language
modality. CoOp builds upon the CLIP (Radford et al.,
2021) backbone model (which has learnt visual con-
cepts from natural language supervision), which con-
sists of a two-stream transformer with both text and
image encoders. In this setup, the text encoder incor-
porates the trainable vectors alongside token embed-
dings of its input. CoCoOp (Zhou et al., 2022a), as an
enhancement of CoOp, established fully-connect lay-
ers between the trainable language prompts and the
output from image encoder. Unified Prompt Tuning
(UPT) (Zang et al., 2022) adopts a similar prompt-
building approach to CoCoOp, using the same CLIP
backbone transformer. Notably, UPT employs a set of
trainable vectors to generate prompts for both vision
and language inputs. Multi-modal Prompt Learning
(Maple) (Khattak et al., 2023) improved prompts fur-
ther by injecting them into both inputs and each trans-
former block layer, and fully connecting the prompts
between image and language transformer blocks. Dy-
namic Prompting (Yang et al., 2023) introduces a dy-
namic framework for prompt training, enabling the
change of prompt length and positioning to enhance
model performance.

Parameter Efficient Methods reduce the signifi-
cant computational resources required for fine-tuning
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a LLM by reducing the number of parameters in-
volved in fine-tuning. A fraction of the model will
be updated or a limited number of supplementary pa-
rameters are introduced (with the original model un-
changed) when applied to a new dataset and down-
stream task. One such approach Structure Aware In-
trinsic Dimension (SAID) (Aghajanyan et al., 2020)
shifted the original pre-trained model parameters to
align with the characteristics of the target dataset.
In this context, the intrinsic dimension of a sub-
space denotes the minimum dimensionality required
to address the alignment between the new model and
the original model. SAID findings indicate that a
200-dimensional subspace can achieve up to 90% of
the performance of the original model. Another ap-
proach, termed Bias-Terms Fine-tuning (BitFit) (Za-
ken et al., 2021), proposes fine-tuning exclusively on
the bias of the original model. This strategy allows for
resource savings during training. Low-Rank Adapta-
tion (LoRA) (Hu et al., 2021) introduces an external
module alongside the original pre-trained model, fo-
cused on extracting low-rank intrinsic features from
each attention layer. The training efforts are concen-
trated on this external module, leading to notable sav-
ings in training resources. Adapter modules (Houlsby
et al., 2019), initially designed for Natural Language
Processing (NLP) tasks, take the form of bottleneck-
shaped layers inserted between the attention blocks
within a transformer layer, which achieved a sim-
ilar performance to fine-tuning with only updating
3.6% of the original model. This architectural con-
cept has found broader applicability in various vision
tasks (Gao et al., 2023; Chen et al., 2022). Com-
pactor (Karimi Mahabadi et al., 2021) represents an
advancement in the Adapter framework by replac-
ing the original multiplication operation with hyper-
complex multiplication, resulting in reduced compu-
tational demands during training.

Overall there are a variety of prompt approaches
and ways to reduce the number of parameters re-
quired by LLMs which have been shown to reduce
the resources required in training. We will explore
how these can assist a single-stream pre-trained trans-
former on the multi-modal downstream task of image
captioning.

3 APPROACH

To determine if prompts and parameter-efficient tun-
ing methods can improve the performance of a single-
stream transformer used for image captioning, five
prompt methods (VPT, CoOp, UPT, Maple, Dynamic
Prompt) and two parameter-efficient tuning methods

(LoRA and Adapter) were applied to a multi-modal
visual language transformer framework, Oscar for the
task of image captioning. We choose Oscar as the
exemplar transformer due to its multi-modal single-
stream architecture, which has not been tested pre-
viously. The pre-trained Oscar model was not fine-
tuned in any way. The tuning for image captioning
was performed through the prompting and use of the
parameter-efficient tuning modules.

Fig.1 shows an overview of the approach illustrat-
ing how the prompts and parameter-efficient modules
were added to Oscar. The input to Oscar has three
parts: caption, the labels of objects in the image and
the region features for each object. The two prompt
methods, CoOp and VPT are added for illustration.
CoOp is added to object labels and VPT is added to
region features. Oscar has several transformer layers
and multiple attention blocks for each layer. Adapter
is added in each transformer layer and LoRA is added
in each attention block. This section will discuss Os-
car, as the example transformer, and how the prompts
and parameter-efficient modules were added into Os-
car.

3.1 Example Transformer: Oscar

Oscar is pre-trained to accommodate a range of
vision-language downstream tasks, including text re-
trieval, image retrieval, image captioning, and visual
question answering. In our study, we specifically tar-
get image captioning as the focal task. Like other
vision-language transformers, Oscar can handle two
modalities: token embeddings and visual features.
Notably, the input structure may vary depending on
the specific training and generating phases.

For the experiment, an off-the-shelf Oscar model
was used, preserving the original BERT self-attention
backbone weights. The notable alterations made in-
cluded the incorporation of prompts into the Os-
car input as well as modifications introduced to the
BERT attention structure to align with the LoRA and
Adapter module requirements. As we are primarily
evaluating the zero-shot learning performance in the
context of image captioning, we exclusively imple-
mented the pre-training phase while omitting the fine-
tuning step.

The configuration of the input for Oscar comprises
a three-part structure, covering three aspects of an im-
age: the caption, the tags, and the object features.
Specifically, the caption refers to the word embedding
sequence derived from the image caption itself, while
the tags correspond to the English terms denoting ob-
ject labels. The object features are generated from
Faster R-CNN (Ren et al., 2015) which also gener-
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Figure 1: Ilustration of the main structure of adding prompts and parameter-efficient modules: The input to Oscar has three
parts: caption, the object labels and the region features for each object. CoOp is added to object labels and VPT is added to
region features. Adapter is added in the transformer layer and LoRA is added in the attention block.

ates a vector representing each detected object region
corresponding to each object label. The distinctive to-
ken, “[SEP]”, segregates these three parts within the
input sequence, which is initiated with a class token
designated as “[CLS].”

In line with the loss objective paradigm estab-
lished by BERT (Devlin et al., 2018) and adopted by
Oscar (Li et al., 2020), we compute the Masked To-
ken Loss (MTL), which predicts the masked tokens.
In the context of a language-only environment, the
model is expected to infer the missing token given
the surrounding tokens. In our hybrid language and
vision context, each input sequence undergoes ran-
dom masking of 15% of the English word tokens in
the captions, replacing them with a special token,
“[MASK]”. Subsequently, the model predicts the
masked tokens in this modified sequence. The train-
ing process is to optimize the accuracy of the missing
masked token.

3.2 Adding Prompts to Oscar

Some modifications were needed for some prompt
methods to allow them to work with Oscar, such as the
dimention of prompts is changed to adapted to the at-
tention block of Oscar. We selected five prompt meth-
ods to test, including VPT (Jia et al., 2022), CoOp
(Zhou et al., 2022b), UPT (Zang et al., 2022), Maple
(Khattak et al., 2023), and Dynamic Prompting (Yang
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et al., 2023). These five prompt methods were se-
lected as they include different modalities in different
positions with different structures covering most parts
of the Oscar input. VPT applies visual prompts only,
whereas CoOp applies textual prompts but both UPT
and Maple include prompts for both visual and lan-
guage modalities. The length of prompts can have a
substantial impact on a model’s performance. In line
with works in prior research on prompts (Lester et al.,
2021; Li and Liang, 2021; Khattak et al., 2023), we
experimented to assess the effects of prompt length
too.

Fig.2 shows an overview of adding prompts to the
Oscar input. The red boxes are the trainable vectors
corresponding to the original design and the dotted
boxes illustrate inputs that will be processed together.
VPT: In the original VPT, the trainable prompts are
directly added in front of the image patches, which are
small parts of the image flattened to a vector. Fig.2 (a)
shows how the prompts are added to the region fea-
tures instead. As there are no image patches in Oscar,
the trainable vectors are placed directly before the ob-
ject region features in Oscar’s input.

CoOp: In CoOp, the prompts are added before the
text class token. Therefore, in Oscar the trainable
vectors were added before the object label tokens as
shown in Fig.2 (b).

UPT: Original UPT includes the prompts for im-
age patches and English tokens simultaneously (Zang
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Figure 2: Adding prompts to Oscar: This diagram shows a detailed illustration of the input part of Fig.1. Each subgraph
represents a method of adding the different prompts. The red part shows the trainable vectors. The elements in the dotted

boxes will be processed together as the same type of modal input.

et al., 2022). To adapt UPT to work with Oscar, we
first built a trainable vector that has twice the length of
CoOp and VPT. After passing a fully-connected layer,
the vector will be divided to two equal-length vectors
and added to the region features and object labels sep-
arately as illustrated in Fig.2 (c).

Maple: Maple prompts are implemented in two parts
(Khattak et al., 2023). The first one part fully-
connects the text prompts to image patches. The sec-
ond one fully connects the prompts in each language
transformer block layer to the prompts in each vi-
sual transformer block layer. Since Oscar is a single-
stream transformer, and the prompts between two
modalities are already fully-connected by the atten-
tion block, we did not implement the second part. We
added trainable prompts on object labels, and then
fully connected them to the visual features as illus-
trated in Fig.2 (d).

Dynamic Prompt: Dynamic Prompt offers a few
choices for implementing prompts (Yang et al., 2023).
We selected dynamic length and bag of prompts ap-
proaches as these two methods are distinct from the
other prompt methods to be evaluated. Dynamic
Prompts generally selects the best prompts as the
prompt with the highest attention with the region fea-
tures. In dynamic length, Fig.2 (f), attention between
each vector in the prompt and the region features will
be calculated by a small attention network. Only the
vectors with an attention larger than a threshold will
be kept. In bag of prompts, the length of the prompts
is fixed and there are a set of prompt pools contain-
ing several prompts for selection. Fig.2 (e) shows an
overview of this selection process.

3.3 Adding Parameter-Efficient Tuning

The parameter-efficient tuning methods, LoRA (Hu
et al., 2021) and Adapter (Houlsby et al., 2019) were
selected for implementation because they are the most
widely used. LoRA and Adapter both introduce a
set of parameters beside the main transformer block
stream. LoRA extracts the low intrinsic rank within
the attention block. Adapter inserts the adapter and
layer normalization outside the attention block and in
the transformer layer. We used the original designs
from the LoRA and Adapt papers. Fig.1 shows where
these modules were added into the Oscar structure.

4 EVALUATION

The primary objective was to assess the influence
of five distinct prompts and two parameter-efficient
methods on the performance of Oscar, a single-stream
vision-language transformer, in the context of zero-
shot image captioning.

Given the constraints imposed by our available
GPU resources, our initial goal was to establish a
baseline implementation of Oscar. Subsequently, we
introduced prompt-based and parameter-efficient ap-
proaches to demonstrate improvements in comparison
to the baseline performance.

In keeping with the original work that introduced
Oscar (Li et al., 2020), the image captioning pre-
training procedures were conducted using the COCO
dataset (Chen et al., 2015). COCO dataset is widely
used in Image Captioning performance evaluation
(Alayrac et al., 2022; Li et al., 2023; Zhang et al.,
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2022; Liu et al., 2023b) including Oscar. The evalu-
ation of all approaches was carried out on the COCO
validation set with 5,000 images.

The image captioning with prompts pre-training
was executed for 1 epoch with a batch size of 256.
The initial Oscar weights were obtained from the
original model repository. The prompts were adapted
and modified to align with the specifications of the
Oscar model and the parameter-efficient modules
were integrated as detailed above.

Performance assessment of image captioning, un-
der the conditions of significantly reduced training re-
source requirements, was conducted using the same
metrics as initially used for evaluating Oscar and
other works (Li et al., 2020; Chen et al., 2015; Liu
et al., 2023b), including the following:

* Bleu: Bleu (Papineni et al., 2002) serves as a
prevalent metric in the field of machine transla-
tion, quantifying the presence of n-grams shared
between the reference text and the generated out-
put. In this context, Bleu4 evaluates the precision
of 4-gram sequences within the captions produced
by the model in comparison to the ground truth
references.

* CIDEr: For each n-gram in both the refer-
ence sentence and the predicted sentence, CIDEr
score (Vedantam et al., 2015) computes the
Term Frequency-Inverse Document Frequency
(TF-IDF) score. The final CIDEr score is deter-
mined by the cosine similarity between these sen-
tences.

The aim was to identify the best prompt method
for zero-shot learning on image captioning. The base-
lines included the model without prompts, and the
model with two English prompts, the first used “This
is” and the second used “a photo of”’. These are the
English prompts that have been used in previous work
that evaluates prompts (Zhou et al., 2022b; Alayrac
et al., 2022). We set the length of the prompt to be
two, which means there are two trainable vectors used
as prompts. We trained the prompts with the COCO
dataset for one epoch.

The result are shown in Table.1. The column la-
belled Prop of Original Parameters shows the propor-
tion of parameters used as compared with the num-
ber of parameters in the original Oscar. Given that
the pre-trained Oscar model was used with no fine-
tuning, these reflect the reduction in parameters that
need to be trained for the image captioning task in-
stead of fine-tuning the original Oscar model.

The method, CoOp+VPT, is a combination of
these two individual methods adding prompts in both
language and visual modalities. VPT significantly
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outperforms other prompt methods across all evalu-
ation metrics. In contrast, the straightforward English
prompts have a competitive performance compared
with other prompt methods. All the prompt methods
that add prompts in both modalities adversely affected
the image captioning performance. These include us-
ing VPT with CoOp but also UPT and Maple.

We also explored different prompt lengths, rep-
resented by the number of trainable vectors, to find
the best length across the different methods using a
grid search (between 1 and 20) for each method. As
an illustration of this, for a parameter length of five
for the VPT approach, we put five trainable vectors
before the region features. The results are shown in
Fig.3. We found that the length of one or two are
the best length for most methods. Specifically, VPT
and CoOp perform optimally with a prompt length
of two, whereas Maple and CoOp+VPT achieve op-
timal results with a length of one. The bag of prompts
method, on the other hand, performs best with a
prompt length of three.

We then added LoRA and Adapter to three prompt
methods to see the impact on performance. Typi-
cally such parameter efficient methods are used indi-
vidually, but they have been used together previously
(Zhang et al., 2022). The prompt length used was two
and the training was done for 35 epochs, with no im-
provement in performance after 35 epochs. We did
not carry out an extensive training strategy involving
hundreds of epochs, as outlined in the original paper
(Houlsby et al., 2019). This decision was driven by
our objective to conserve training resources, as ded-
icating an extensive amount of time to training does
not align with the core focus of our work. Further-
more, we observed that the performance ceased to ex-
hibit significant improvement after 35 epochs of train-
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Figure 3: Comparison for different length of prompts.

The results are shown in Table 2. Including
Adapter and LoRA with the prompt methods the
Cider score of image captioning is further improved,
particularly for Maple although VPT achieves a
higher overall performance.
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Table 1: Comparison of different prompt methods. The prompt type used is cross referenced to the diagram in Figure 2 which

shows how it is used.

Method Prompt Method Cider Blue4 Prop of Original
Parameters

Baseline, no prompts 1152 0.342 0%

Baseline, English prompt: “a photo of” 1154 0.342 0%

Baseline, English prompt: “This is” 1157 0.343 0%

Add 2 trainable prompts on object labels (b) CoOp 116.1 0.344 1.367%

Add 2 trainable prompts on object features (a) VPT 1169 0.349 1.367%

Add 2 trainable prompts on object labels

and features at the same time (a) & (b) CoOp + VPT 114.7-0.338 2.020%

Add 4 trainable prompts and divide them into

object labels and features at the same time (c) UPT 4.5 0.337 1.369%

Add 2 trainable prompts on object labels,

and then fully connect them to visual features (d) Maple 1470339 1.367%

Add a bag of prompts for the 2 trainable

prompts on object features to select (e) bag of prompts 1540343 3.327%

Add dynamic length for the 2 trainable dynamic length ~ 115.6 0343 3.296%

prompts on object features (f)

The experimental results show that simply adding
prompts to a single modality results in enhanced
Cider scores. However, introducing prompts to both
the visual and language features appears to have a
detrimental effect on performance. The main contri-
bution of this work lies in our demonstration of the
capacity of prompts to enhance the Cider score in the
context of image captioning for a single-stream trans-
former within the domain of zero-shot learning.

Table 2: Image captioning Cider score for prompts alone
and for prompts combined with Adapter and LoRA.

Method just prompts w:ll:ldz}ial%t&er
VPT 116.9 117.4
bag of prompts 115.4 115.9
Maple 114.7 116.3

Our results show that it is important to conduct
empirical testing to determine the optimal number of
prompts when employing a new model and dataset.

5 CONCLUSION

We conducted a comparative analysis on five prompt
methods under the same condition to determine the
most effective approach of enhancing the perfor-
mance of image captioning using Oscar on the COCO
dataset. VPT stands out as the optimal method of in-
corporating prompts to Oscar. Furthermore, our study
reveals that the prompts length of two, indicating two
trainable vectors used, yields the best performance
when applied to Oscar and the COCO dataset.

The incorporation of additional parameter-
efficient tuning methodologies has the potential to
enhance the performance of zero-shot learning image
captioning when used alongside prompts. With the
addition of Adapter and Lora parameter-efficient
approaches, we observed a 2% improvement in the
Cider score for image captioning, achieved through
just one epoch of retraining requiring just 5.7% of the
parameters in training as compared with fine-tuning.
In comparison to the full fine-tuning process, the uti-
lization of prompts and parameter-efficient modules
represents a substantial resource-saving approach
when adapting to new downstream tasks.

Finally, we are the first work applying Adapter
and LoRA with prompts on Oscar for image caption-
ing to improve the zero-shot learning performance.
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