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Abstract: Machine learning solutions are becoming more widespread as they can solve some classes of problems better than traditional software. Hence, industries look forward to integrating this new technology into their products and workflows. However, this calls for new models and analysis concepts in systems design that can incorporate the properties and effects of machine learning components. In this paper, we propose a framework that allows designing, analyzing, and simulating hardware-software systems that contain deep learning classification components. We focus on the modeling and predicting uncertainty aspects, which are typical for machine-learning applications. They may lead to incorrect results that may negatively affect the entire system’s dependability, reliability, and even safety. This issue is receiving increasing attention as “explainable” or “certifiable” AI. We propose a Domain-Specific Language with a precise stochastic colored Petri net semantics to model such systems, which then can be simulated and analyzed to compute performance and reliability measures. The language is extensible and allows adding parameters to any of its elements, supporting the definition of additional analysis methods for future modular extensions.

1 INTRODUCTION

Artificial intelligence (AI) and machine learning (ML) are replacing conventional software in various application fields (Shinde and Shah, 2018), thanks to the increasing feasibility of deep learning (DL) approaches. The improvements in the training methods and the higher computing resources available on demand and at more accessible prices make it possible to train a model with large training data to solve classes of problems faster and better than traditional software. Example of these problems includes image recognition (Pak and Kim, 2017) and processing (Jiao and Zhao, 2019), audio analysis (Schuller, 2013), and speech recognition (Nassif et al., 2019). With the increasing complexity and scale of these ML models and the industrial applications they are about to be used in, it becomes crucial to evaluate their performance and assess their reliability.

A disadvantage of ML components from the systems and software engineering point of view is that they behave in principle like black boxes without a well-understood input-output function. They thus may or may not deliver the correct result, depending on multiple factors such as the quality, amount, diversity, or cleansing (Maletic and Marcus, 2005) of the training data (Liang et al., 2022) or seeing unexpected data once in production.

ML suffers from two different kinds of uncertainties: aleatoric (or statistical) uncertainty which is inherently related to a probabilistic choice itself that the machine learning component performs and thus cannot be eliminated, and the epistemic (or systematic) uncertainty, which is caused by the lack of knowledge of the model itself which can be reduced (Kiureghian and Ditlevsen, 2009).

Using a closed-set classification process as an example, where the ML model has to assign its input to a suitable class that describes it, even a perfectly calibrated ML model with a very high detection rate would generate wrong results whenever facing out-of-distribution (OOD) inputs in production, despite the high performance achieved on the known sample distributions. The difficulty in detecting OOD cases depends on how much the outliers are similar to the known classes (Fort et al., 2021).

The quality of ML components can be evaluated...
thanks to different performance measures, each of which should be carefully evaluated depending on the use case (Flach, 2019). For classification models, a confusion matrix presents a tabular representation of the model’s predictions against the actual class labels. It provides insights into true positives (TPs), true negatives (TNs), false positives (FPs), and false negatives (FNs), allowing to calculate metrics like accuracy, precision, recall, and F1-score. These metrics help understand the model’s performance for different classes and identify areas of improvement.

1.1 Contribution

As black-box components are inherently hard to verify (Tappler et al., 2021) and industrial processes rely on minimum qualitative standards that need to be assured, the system-level effects of ML components should be computable during the design phase. One typical application is to decide about engineering trade-offs, such as between high accuracy and efficient learning.

An integrated development environment (IDE) shall allow the creation of system models using both a graphical drag-and-drop interface and a textual notation, as the first one is better suited for displaying relationships between elements (Wile, 2004), whereas a textual representation simplifies inputting fine details and properties.

In order to provide a solid base for the analysis methods that will be defined in the framework, a model-driven engineering (MDE) approach was followed; the model semantics shall be easily understandable by the end-users but also have a precise semantics to allow analyzing and simulating the model instances in an unambiguous way. This was made possible thanks to a transformation between the models and Stochastic colored Petri nets (SCPNs), which describe the execution semantics of the domain-specific language (DSL) with a token game.

With the proposed framework, we aim to provide an easy-to-use model-based analysis and simulation environment that supports domain experts in modeling and designing data flows within systems’ components. The contribution of this work is its holistic approach that leads to a complete start-to-end system analysis that considers the possible interactions between different components instead of focusing on the performance of single components.

This paper will focus on providing a high-level overview of the entire analysis and simulation framework for designing and validating systems that contain components that may deliver uncertain outputs. It describes the framework’s entire flow and the main conceptual points of the defined DSL, focusing on the preliminary results of the analysis of simple systems.

The remainder of this paper is structured as follows: Section 2 explores related works and provides background knowledge about modeling methods. Section 3 shows the framework’s big picture and structure, whereas Section 4 shows the definition of the DSL. Section 5 gives further details about the analysis opportunities on the defined models, and Section 6 gives a short overview of the framework’s technical realization. In conclusion, Section 7 shows an application example, and Section 8 summarizes the work and contains an outlook and ideas for future developments.

2 BACKGROUND

There are plenty of studies where AI gets applied to software engineering methods (Zhang and Tsai, 2003), but only a few about applying a software engineering methodology to analyze ML specifically at the product or runtime application levels of the AI in Software Engineering application levels (AI-SEAL) taxonomy (Feldt et al., 2018), as in this work.

A different class of studies discusses applying an engineering method to create machine learning models. For example, (Amershi et al., 2019) focuses on the importance of applying a data-oriented engineering approach and defines a 9-step workflow after analyzing how software teams work with AI in Microsoft.

Traditional systems engineering approaches worked well in the assumption that the processes were almost deterministic (Pennock and Wade, 2015), whereas machine learning components are probabilistic, meaning that they make predictions based on statistical patterns observed in the training data.

Publications related to the uncertainties caused by ML, particularly about the importance and difficulty of distinguishing aleatoric and epistemic uncertainties, can be found in (Hüllermeier and Waegeman, 2021).

Regarding supervised ML, the labeled data available during training usually gets divided into three sets: the training data, the validation data, and the test data set (Suthaharan, 2016). Whereas the first two are actively used during the training process, the latter is the one used to compute performance measures by evaluating the resulting model on fresh data it did not see before.

How this data gets split between these three sets may cause different classification results and different values of the performance measures. Cross-
validation (Jiang et al., 2020) helps to assess the model’s performance on unseen data and provides an estimate of its generalization capability. A good balance between training and test sets is required (Xu and Goodacre, 2018) to achieve a stable estimation of the performance measures.

To the best of our knowledge, we are not aware of comparable works about proposing a DSL able to model a system containing ML-based classification components and analyze it in a holistic way. Graphical editors that allow modeling ML elements such as KNIME (O’Hagan and Kell, 2015) or AI dedicated editors such as Artificial Intelligence Management Software (AIMS) from AI-UI (AI-UI GmbH, 2022) do exist, but they also come with a fixed semantics which can not be changed. They are also more focused on allowing users to actually use the machine learning models rather than analyzing them.

Regarding the modeling possibilities available, discrete-event models such as Petri nets (PNs) are helpful for analyzing and simulating stochastic concurrent processes and systems, but lack readability by systems designers and require specific knowledge to use them. For this reason, a common approach consists of using another kind of model that is simpler to understand and whose semantics can be translated automatically to a Petri net, such as in (Huang et al., 2019), where Systems Modeling Language (SysML) activity diagrams get verified after a transformation to a PN.

These other models can either be known general-purpose models such as Unified Modeling Language (UML) or SysML, or a specific modeling language designed for the specific purpose. For a language to be fully specified, a definition of its semantics is required. We define our DSL’s precise semantics using SCPNs directly, which is also the reason why General Purpose Languages (GPLs) like UML or SysML has not been used, in order to avoid confusion in its interpretation in the case a different semantics needed to be specified.

DSLs allow expressing domain knowledge concretely, with direct involvement of the domain experts with a modest implementation cost (Spinellis, 2001). However, the literature shows that there is a generalized lack of adoption of DSLs for various reasons, for example related to social reluctance due to perceived risks related to the DSL’s maintainability and evolution (Tomassetti and Zaytsev, 2020) or such as the lack of a simple formalized way to define a DSL execution semantics (Bucchiarone et al., 2020).

Considering the implementation trade-offs listed in (Mernik et al., 2005), and thanks to the improvements in the ease of DSLs implementation due to better tools, models, and languages than those available in 2005, realizing a DSL instead of expanding generic modeling languages seems reasonable and is supported by (Bonnet et al., 2016), where is acknowledged that multi-purpose modeling languages such as the UML for software and the SysML for systems are not always the best option for implementing a model-based systems engineering (MBSE) solution.

3 THE FRAMEWORK’S FLOW

This section provides a big-picture overview of the operations that are supported by the framework and how they are connected together.

![Figure 1: A data flow diagram depicting the main flows inside the framework. The yellow User and the simulation software TimeNET are external entities. T depicts transient data and D persistent data.](image)

Our framework supports various operations, as shown in Figure 1. The central object, which is used by all activities, is the Engineering for Smart Manufacturing (E4SM) Model, an instance of our DSL.

The user can edit models (P1) either graphically or textually as code. Models can then either be saved as an XML file or as our specified code with the extension .e4smcode (P2).

Both editors support a static model validation that checks, for instance, that all cardinalities are met and all defined model constraints are respected (e.g., no dangling edges are present in the model).

It is then possible to utilize the modeled system, for example, by transforming it into other kinds of models or documents. As a proof of concept, a generation of HTML-based model documentation through a model-to-text (M2T) transformation has been implemented (P3).

Once the system has been modeled, it is possible to run two kinds of analysis, either direct ones straight on the model instances (P4) or indirect ones against a SCPN which gets generated by a model-to-model transformation (MMT) (P5). In the second case, the
SCPn gets simulated thanks to an external software called TimeNET (Zimmermann, 2008).

4 DSL DEFINITION

DSLs get written to provide a higher, more convenient abstract conceptual level to users who are knowledgeable in a particular area.

A fully specified DSL consists of an abstract syntax (the metamodel), the semantics, and at least one concrete syntax (how the language looks like to users). To have a precise semantic, we are defining the semantics of our language with PN logic. In particular, we are using SCPNs (Zimmermann, 2012), to support different kinds of tokens and give us the opportunity to have different channels for data and control flows.

In order to allow the final users to follow a top-down or bottom-up design process, our DSL will allow specifying its elements hierarchically. Although this will not eliminate any complexity, it will allow making diagrams more comprehensible by hiding the complexity of a single component in a further layer.

4.1 The Abstract Syntax

Due to space constraints, only the most important and specific parts of the abstract syntax will be shown in this work as Ecore class diagrams. In Figure 3, the classes describing the most important structural elements are shown. A Model is the root element of our DSL and holds all global elements, such as the actors, the variants, type specification, and other model imports. Models contain Packages, which are equivalent to folders containing elements that are related to each other. Packages can be contained recursively by other packages. Though it is not a compulsory choice, a package usually corresponds to a diagram. Inside packages, Sectors can be used to group components that belong together, either for their physical location or just conceptually. Sectors do not add any semantical meaning and have no influence on the system’s execution.

The more used and central element type is the Component. There are nine different types of components, divided into two categories, software and physical components, as shown on the class diagram on Figure 2. Components can contain other components, or can be defined hierarchically by another package, in order to allow less cluttered high-level views supporting a top-down approach.

Software components may, of course, not contain physical components. Such restrictions are defined by constraints, which will be checked during model validation and are also enforced by the graphical model editor.

A generic placeholder component type is also available to allow designing a system without needing to know how each element will be realized in the final design.

As the DSL can also be used to distribute and manage the work of different people, it is possible to assign a Person (subclass of Actor) as main-Responsible of a given component.

Components can have input and output pins, which get connected by directed Connectors, which can also be specified further as logical connectors or physical connectors. Different kinds of components allow for storing different information in the model. For example, software components allow specifying a degree of concurrency (number of servers) and whether the execution is synchronous or not. The same applies to connectors.

Physical connectors represent physical cables, tracks on printed circuit boards, or wireless connections between physical components, whereas logical connectors represent data flows exchanged within physical components as packages. Similar to the generic components, generic connectors are also available and can be used as temporary placeholders while designing a system at its early stages.

DataNodes are elements that can store data packages. Pins define the interface of components, whereas DataStores can hold data indefinitely once they receive it. When newer data is provided, it replaces the former value.

Figure 4 shows the metamodel’s package structure and the dependencies between them. Five packages
Figure 3: An Eclipse Modeling Framework core meta model (Ecore) class diagram showing a small extract of the abstract syntax.

Figure 4: A UML package diagram showing the package hierarchy and dependencies.

have been defined, which can be described as follows:

**Core:** this core package contains the fundamental elements which are required by most of the other packages, such as the data types and basic elements such as `Element` and `NamedElement`;

**E4SM:** this package is the main package and contains, for example, the specification of the components, sectors, and pins;

**Execution:** this package contains all elements related to the specification of the components’ execution. It allows components to change the rate of items flowing between input and output pins, and to change their data type;

**Analysis:** this package is used to specify elements that are related to the analysis functions, such as the definition of `Parameters`, which can be attached to most of the model’s elements;

**Results:** subpackage of Analysis, is used to define how the analysis results are structured and thus defines the output interface of the analysis tools. In this way, analysis results can be stored as models and be analyzed or displayed in a structured way.

For each package, its namespace corresponds to a lowercase version of its name. Namespaces are required for having a unique name resolution in the Eclipse Modeling Framework (EMF) and various Eclipse plugins.

### 4.1.1 Classification Components

For the simulation process to correctly reflect the behavior of the classification components, the components’ performance measures (Diego et al., 2022) such as **accuracy**, **specificity**, and **recall** are required. It would be rather easy for the final users to provide single values such as the accuracy for a given class $i$ (Equation (1)), which describes how many correct results (i.e., TPs and TNs) were delivered out of all inputs. Other measures of observational error required by the simulation are the **recall** (Equation (2)) and the **specificity** (Equation (3)). The recall describes the ratio between how many times a given class was detected correctly out of all samples that should have been detected as positive (i.e., the TPs summed with the FNs), whereas the specificity, on the other hand, shows how well the classification component could correctly classify a negative sample.

For the multiclass classification case, aggregated measures are available (Grandini et al., 2020), such as **balanced accuracy** (Equation (4)), **weighted balanced accuracy** (Equation (5)), **micro average recall** (Equation (6)), and **macro average recall** (Equation (7)). Each of them has different strengths and shall be used in different cases, depending, for example, on how balanced the different classes are.

As all of these and other metrics can be easily computed once the confusion matrix of a classification component is available, the DSL supports the description of binary and multiclass confusion matrices in order not to restrict which kind of measure can be used in the analysis phases. The metamodel provides operations that can compute the most used measures out of the box.
For a given class $i$:

$$\text{accuracy}_i = \frac{TP_i + TN_i}{TP_i + FP_i + TN_i + FN_i}$$  \hspace{1cm} (1)

$$\text{recall}_i = \frac{TP_i}{TP_i + FN_i}$$  \hspace{1cm} (2)

$$\text{specificity}_i = \frac{TN_i}{TN_i + FP_i}$$  \hspace{1cm} (3)

For $I$ classes, where $w_i$ describes the frequency of the class $i$ and $W$ is the sum of all weights:

$$\text{balAccuracy} = \frac{\sum_{i=0}^{I} \text{recall}_i}{I}$$  \hspace{1cm} (4)

$$\text{weiBalAccuracy} = \frac{\sum_{i=0}^{I} \frac{TP_i}{(TP_i + FN_i)w_i}}{I \cdot W}$$  \hspace{1cm} (5)

$$\text{microRecall} = \frac{\sum_{i=0}^{I} TP_i}{\sum_{i=0}^{I} (TP_i + FN_i)}$$  \hspace{1cm} (6)

$$\text{macroRecall} = \frac{\sum_{i=0}^{I} \text{recall}_i}{I}$$  \hspace{1cm} (7)

Figure 5 shows the abstract syntax of the binary classification components, with a selection of the most important attributes and operations.

We support two kinds of confusion matrices (Binary- and Multiclass-ConfusionMatrix) and the two respective types of classification components, which can hold multiple confusion matrices of the appropriate type. Though classification components only have one confusion matrix in reality, multiple matrices are supported in order to allow comparing different variants during the simulation.

Inside Models, it is possible to specify Environments which define how likely it is for the systems’ sensors to detect a given Classification-Class. This will be useful during the simulation to test the component against situations where classes have a different balance. Sensors can define what classes they detect, and the confusion matrices define what classes are detectable by the classification components.

4.2 The Concrete Syntax

Two concrete syntaxes have been defined for this DSL, a graphical concrete syntax and a textual concrete syntax.

4.2.1 The Graphical Concrete Syntax

The graphical concrete syntax is particularly useful when modeling the system structure, the containment relations of the components, and the connections between them. In order to lower the barrier for domain experts who would need to learn a completely new concrete syntax, it is preferred to adopt existing notations as much as possible (Karsai et al., 2014). For this reason, our graphical notation is inspired by UML’s component and activity diagrams.

Components are represented by rectangles, which can contain squares on their edges denoting their input (white, with an IN), output (gray, with an O), or gateway (white or gray, with a G) pins. Gateway pins connect a component to one of its internal components, or vice-versa. Pins are connected by physical connectors (black arrows) between physical components, or logical connectors (white arrows) within components. Each component type has a different color, and the initial of the type or an icon (for classification components) is displayed together with the component’s name.

Sectors are logical or physical sections for components. They are drawn as gray rectangles around a set of components. Components can also act like containers, as soon as they contain other components which specify their internal structure or behavior.

Figure 6 shows a valid diagram depicting a possible modeling of a smart traffic light with ML-based vehicle classification.

4.2.2 The Textual Concrete Syntax

```plaintext
model Example {
  package Main {
    physicalConnector con "S1.sen.sen_out" -> "S1.act.act_in"
    sector S1 {
      components {
        sensor sen {
          doc : "A description"
          takes Det (33)
          out MyType sen_out
        },
        actuator act {
          in MyType act_in
        }
      }
    }
  }
}
```

Listing 1: An e4smcode example.

As the graphical concrete syntax would get too cluttered to display model elements and attributes graphically, the textual concrete syntax allows expressing details (for example, about the internal execution of the components) in a more concise and
practical way. The syntax is JSON-like and consists in blocks that define elements, with the following structure:

```
<elementType> <name> {<attributes and children>}
```

Whereas connectors are described with:

```
<connectorType> <name> "source" -> "target" where "source" and "target" are namespaced and scoped strings leading to a model element by its name, which corresponds to its ID. Double quotes must surround names containing spaces.
```

Listing 1 shows a simple example of a sensor inside a sector directly connected to an actuator by a physical connector. Here, it is possible to specify details that are not directly visible on the diagrams, such as element descriptions, pin data types, or how often a sensor executes.

4.3 The Semantics

Our DSL has a well-defined execution semantics, as defined in (Mernik et al., 2005), specified solely by a SCPN transformation. For this reason, our DSL can also be seen as a high-level SCPN.

Showing the entire SCPN bijection specification formally for each structural metamodel element will be out of scope for this paper and will be explained in detail in an upcoming dedicated publication. Here, only an informal description of the semantics is provided.

Components receive input and generate output tokens through their interface, which is defined by their pins. By default, each input pin awaits for an input token, and each output pin generates an output token. Optionally, input pins can collect multiple tokens, and output pins can generate more than an output token. A component starts its execution when each input pin receives the set amount of tokens, but it is possible to specify an or execution logic when a component execution starts as soon as one input receives data.

As it is possible to connect multiple connectors to one pin, each pin is allowed to specify what should happen to the data when it is connected to multiple connectors.

**FCFS:** First come, first served; when multiple output connectors from a pin are available, only one will receive the data.

**Duplicate:** the data token gets duplicated and sent to all the outgoing connectors concurrently.
**Merge**: when multiple input connectors reach a pin, the data are collected together and merged into a single data token.

**Merge and Duplicate**: when a pin has both multiple input and outgoing connectors (e.g., in Gateway pins), both merge and duplicate can be enabled.

Sensors, Actuators, and Classification components behave differently than all others. Sensors can specify what kind of data they generate and with which frequency, using different time distribution functions. Actuators can only have input pins, and they consume the tokens they receive, taking them out of the system. Classification components, thanks to the information available through the confusion matrix, behave as gray boxes. The way they get to execute is the same as all other components, but they additionally classify the received class to one of its four possible outcomes (TP, TN, FP, FN) based on metrics derived from the confusion matrix.

### 5 ANALYSIS OPTIONS

After the model has been defined, it is possible to perform two kinds of analysis. Either directly on the EMF model instances (Section 6.1) or by analyzing/simulating the SCPN resulting from the MMT (Section 6.2).

With the component defined in the Analysis and Analysis Results packages, it is possible to define analysis tools to compute any parameter of interest. In this project, we aim to compute the following properties by running direct analyses on the EMF model instance:

**Execution Time**: of particular interest in the case of real-time systems with hard deadlines.

**Network Usage**: in order to assure that the planned physical connections between components have the necessary capacity to support their maximum traffic.

**Errors Propagation**: due to the uncertainties which are intrinsic to the ML components or heuristics, a simulation about their propagation in the system is necessary.

Thanks to the classes Parameter and ParameterDefinition, it is possible to define and assign a parameter to almost any model element to arbitrarily extend the attributes that can be stored in our model. These can then be defined and queried by the analysis framework to support new kinds of analysis.

### 6 IMPLEMENTATION

Our DSL has been implemented using Eclipse Modeling Tools IDE, extended with Eclipse Sirius (Obeo, 2022b). A viable alternative would have been the Meta Programming System (MPS) from JetBrains, but Eclipse currently has more customizable graphical editors and has a better holistic approach to support all required model editors, MMT and M2Ts transformations.

The metamodel has been realized with the EMF as a set of.ecore files (one per package). The EMF (Steinberg et al., 2008) is a well-known open-source toolkit for developing DSLs (Gronback, 2009) and allows to easily generate a default customizable tree editor, which stores, by default, model instances in an XML format. In order to support a more comprehensible textual syntax, we used Xtext (The Eclipse Foundation, 2022b; Bettini, 2016). Xtext automatically generates from a definition file an ANTLr grammar (Parr and Quong, 1995), a textual editor with plenty of useful features, such as auto-complete with model elements scoping, syntax checking, and model validation with visual feedback directly on the code.

Regarding the graphical editor, we have defined a Sirius viewpoint specification project, which allows the final users to create different kinds of representation:

**Data Transfer Diagrams (DTD)**: are the main diagram of this DSL and allow displaying the flow of data between components. Different layers are available to allow different editing modes, such as: **Generic Elements** to highlight elements that have not been fully specified yet; **Responsibilities** to highlight elements that do not have a main responsible or show the responsible person of components who have it; **Slow flows** to colorize the connectors in a different shade depending on their capacity; **Missing Types** highlights pin without a specified type.

**Component Specification Diagrams (CSD)**: is a diagram that allows specifying the internal execution of a component within its input and output pins.

**Class Diagrams (CD)**: inspired from the UML class diagram, it allows defining domain-specific data types and their relationships (inheritance and containment).

**Person Management Table (PMT)**: is a table that allows to easily edit all persons available in the model and see all their responsibilities.
Documentation Table (DOCT): is a table that allows documenting the elements of the model. Elements that are missing a documentation text get highlighted in this view.

Thanks to a M2T transformation realized with Acelelo (Obeo, 2022a), it is possible to generate a website listing all documentation annotations available in the model, where all related elements are linked.

6.1 Direct Analyses

Direct analysis methods can be specified programmatically as Java applications that use the interfaces provided by our analysis package and the generated EMF model interface. Direct analyses must be programmed manually and have complete access over all attributes and the structure defined in the EMF model instance.

Analyses methods can be easily started from within the Eclipse application, directly from the diagram’s context menu.

Currently, the analysis framework has been implemented at a proof of concept level. It is possible to run a simple execution time analysis that computes a path between components and the required execution time between these as a base for a more advanced deadline analysis, which can be relevant for real-time systems.

6.2 The Model to Model Transformation

To show a simple example of the transformation, we introduce a small model (Figure 7).

![Figure 7: A simple model with a camera (input sensor), a binary classification component that can detect intruders, and an alarm (actuator).](image)

A camera with a fixed framerate is connected to a physical processing unit, which contains software that can detect intruders on the frame through binary classification. The processing unit can send a signal to an alarm system when needed.

Parsing the XML schema definition file (XSD), which specifies the structure of a valid SCPN, it was possible to infer a metamodel that could be used as a starting point to define a valid EMF model.

Using that metamodel as the target, a MMT has been defined in order to translate the model semantic and execution logic to a valid, equivalent SCPN. The transformation has been implemented with the tool Eclipse QVT Operational (QVTo) (The Eclipse Foundation, 2022a), which is fully integrated with the Eclipse platform and can be started directly from the Sirius editor.

The transformation automatically adds measures for recording how many tokens are generated by sensor nodes and how many tokens reach actuators to support input/output analysis directly. When classification components are present, additional measures for all their possible outcomes are also generated. These will be used to compute the simulated performance measures.

The simulation of the resulting SCPN aims to evaluate how the classification components behave when the environment changes, for example, regarding multiclass classifiers, allowing to provide a certain percentage of OOD samples which will always be classified wrong, as the model was not trained on it. Another option would be to try out a different distribution of classes to see if it would perform better or worse if located in a different environment.

After the transformation, a small JavaScript application that can be run locally with the cross-platform runtime environment Node.js can be used to simplify the resulting SCPN. This is done by removing all superfluous immediate transitions (Recalde et al., 2006), which just transfer tokens without modifying them, as they would not contribute to the PN reachability graph and can be removed without affecting analysis or simulation results.

As the layout information cannot be easily transferred between the original EMF model and the SCPN, as the output model has plenty elements more than the original one and the size of the input elements varies vastly whereas the PN elements are homogeneous and small, the generated PN elements do not contain any information regarding their graphical distribution on the canvas. TimeNET comes with a functionality that allows to automatically layout the diagram elements using different Eclipse layout kernel (ELK) algorithms. The ELK layered is the one that usually works best for our kind of net.

Figure 8 shows the result of the automatic transformation process of the model shown in Figure 7, after the automatic simplification and layout process (manually adjusted for this publication). After the token gets initialized, it gets sent to the Intruder detection component. There, it will be picked through local guards on the transitions if the sample belongs to the Truth Class or not. If it belongs to the truth class, the simulation will decide if it results in a TP or a FN outcome, depending on the recall computed from the
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Figure 8: The simplified SCPN resulting from the MMT transformation of the model in Figure 7. 1 shows the data structure. In 2, the data initialization is performed (in this case, it is set whether a class was detected or not). 3 shows the possibility of limiting the execution of the components or simulating multi-core components via automatically generated semaphores. In 4, the performance-measures-based classification results are drawn, and 5 shows the generated measures that will record the four possible outcomes.

Figure 9: A diagram showing the high-level modeling of the deep learning-controlled welding process.

7 AN APPLICATION EXAMPLE

This section aims to provide an example of the kind of models that can be realized using the framework, considering that the resulting model needs to be small enough to still be explainable and comprehensible with the small graphics that can be placed on a scientific paper, in particular with regards to the resulting PN which naturally has a higher number of elements than the original DSL model.

As an industrial example, we have used the scenario described in the work of (Walther et al., 2022). In that paper, a deep learning approach is used to predict the success of a laser beam butt welding process of two sheets of high-alloy steel.

The diagram of the process, modeled using our DSL, is shown in Figure 9. There are two sensors producing data: an infrared camera supervising the welding process and an inductive probe sensor that measures how much the two sheets are diverging while being welded. This data gets prepared and sent to two different ML components, which will deliver their prediction results to the controller. If a correction is required, a signal is sent to the linear actuator, which will push the two sheets back together with a certain strength.

This small model, composed of a total of 14 components distributed in different packages, can be automatically transformed into a SCPN. The generated SCPN contains 38 places and 38 transitions (30 timed and 8 immediate) connected by 76 arcs. The simplification process allows obtaining an equivalent net that contains 5 immediate transitions, 5 places, and 10 arcs less.

The generated PN comes with measures for counting the number of tokens generated by sensors and the number of tokens consumed by actuators. This allows performing an input/output response simulation based on the given stochastic execution time and connection capacity defined in the model.
8 CONCLUSION

In this work, we have shown the design and implementation of an open-source framework to define and simulate data flows within hardware-software systems containing ML components with uncertainties, with an initial focus on binary classification components. The framework revolves around a DSL with a precise SCPN semantics, which has been implemented on the Eclipse environment (EMF) and includes an Eclipse Sirius graphical editor and an Xtext-generated textual editor. The framework has been implemented as a proof-of-concept and provides a starting point for defining different kinds of reusable simulations and analysis methods.

The presented approach makes it possible to consider classification components with known confusion matrices as gray boxes. The Petri net-based simulation process can mimic their behaviors based on their performance measures computed from their test data set.

The goodness of the simulation process regarding the classification components is correlated to the amount and quality of the test data used to produce the confusion matrices. If one class was poorly represented during the test phase, the computed performance value may not correctly reflect reality.

8.1 Future Work

The upcoming steps include the implementation of analysis methods for computing the network usage and the definition of the simulation of the error propagation inside the system. The implementation of a simulation method for multi-label multiclass classification components is also planned, thanks to the work of (Heydarian et al., 2022) towards the definition of multi-label confusion matrices (MLCMs).

When the project leading to this work started in 2019, SysML v.2 was still unavailable. Retrospectively, it can be said that basing the DSL on Kernel Modeling Language (KerML) (Jansen et al., 2022) could provide a more flexible base which more tools in the future may support. When more mature tools will be available, it may be worth considering rebasing this DSL on KerML instead of Ecore to improve its reusability and interoperability with more tools.
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