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Spectral imaging enables the analysis of optical material properties that are invisible to the human eye. Dif-
ferent spectral capturing setups, e.g., based on filter-wheel, push-broom, line-scanning, or mosaic cameras,
have been introduced in the last years to support a wide range of applications in agriculture, medicine, and
industrial surveillance. However, these systems often suffer from different disadvantages, such as lack of real-
time capability, limited spectral coverage or low spatial resolution. To address these drawbacks, we present a
novel approach combining two calibrated multispectral real-time capable snapshot cameras, covering differ-
ent spectral ranges, into a stereo-system. Therefore, a hyperspectral data-cube can be continuously captured.
The combined use of different multispectral snapshot cameras enables both 3D reconstruction and spectral
analysis. Both captured images are demosaicked avoiding spatial resolution loss. We fuse the spectral data
from one camera into the other to receive a spatially and spectrally high resolution video stream. Experiments
demonstrate the feasibility of this approach and the system is investigated with regard to its applicability for

surgical assistance monitoring.

1 INTRODUCTION

In recent years, multi- and hyperspectral imaging
(MSI/HSI) has garnered increasing interest in the
realm of scientific research, as well as in the applied
fields of image analysis and monitoring. MSI and HSI
are contact-free, non-invasive and non-destructive
method for analyzing optical surface properties that
are invisible to the human eye (Lu and Fei, 2014).
This technology is promising across a wide range of
domains, including industrial (Shafri et al., 2012),
agricultural (Jung et al., 2006; Moghadam et al.,
2017), medical (Clancy et al., 2020; Lu and Fei,
2014), and security-oriented image analysis (Yuen
and Richardson, 2010). While MSI captures images
at specific discrete wavelengths, HST acquires images
across a vast number of continuous narrow bands and
therefore attains more reliable and comprehensive in-
formation.

Hyperspectral cameras find applications across a
wide spectral range from ultraviolet, through the visi-
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ble range, up to infrared. The selection of the spec-
tral range depends on the specific application with
larger and narrower spectral ranges employed to ob-
tain important information from the image data, such
as biological (Miihle et al., 2021) or chemical parame-
ters (Biancolillo et al., 2014; Borras et al., 2015), dis-
tinct optical characteristics of objects and their tempo-
ral variations, e.g., agricultural products (Qin and Lu,
2008), animal organs (Studier-Fischer et al., 2022;
Miihle et al., 2021), human tissue (Wisotzky et al.,
2020a) and industrial products (Hollstein et al., 2016).

In order to acquire hyperspectral data cubes with
a large number of spectral bands (few dozens up to
several hundreds), various capturing techniques exist.
Line- (Hollstein et al., 2016) or pushbroom scanning
(Miihle et al., 2021) and filter-wheels (Wisotzky et al.,
2018) rely on sequential scanning, and therefore need
up to several seconds to acquire one complete hyper-
spectral data cube (Shapey et al., 2019). This limita-
tion poses challenges for real-time video processing
and interactive applications, where swift responsive-
ness is crucial. As a result, there is a growing trend to-
wards compromising both the spectral as well as spa-
tial resolution in order to achieve real-time acquisition

In Proceedings of the 19th International Joint Conference on Computer Vision, Imaging and Computer Graphics Theory and Applications (VISIGRAPP 2024) - Volume 3: VISAPP, pages

88-99
ISBN: 978-989-758-679-8; ISSN: 2184-4321

Proceedings Copyright © 2024 by SCITEPRESS — Science and Technology Publications, Lda.



Multispectral Stereo-Image Fusion for 3D Hyperspectral Scene Reconstruction

of spectral data cubes (Miihle et al., 2021; Ebner et al.,
2021; Wisotzky et al., 2023b; Wisotzky et al., 2019).

Multispectral cameras capture only specific dis-
crete wavelengths, adopting a methodology akin to
the Bayer pattern of single chip RGB cameras (Bayer,
1976). These Multi Spectral Filter Arrays (MSFA)
use narrow spectral masking on pixel-level on a single
sensor plane, e.g., 6, 8, 16, or 25 spectral bands, also
called mosaic snapshot sensors (Ebner et al., 2021;
Wisotzky et al., 2022). The captured image data is
defined by moxels (mosaic element) corresponding
to the filter pattern, and stored in a data-cube repre-
sentation with three dimensions, two spatial dimen-
sions (width and height) and one spectral dimension
(wavelength A). The simplest example is similar to
the Bayer pattern where one green element is replaced
by another filter resulting in a 2x2 pattern (Hershey
and Zhang, 2008). These systems can be extended to
an nxm, e.g., 3x3, 4x4, 5x5 or even non-quadratic
2x3 mosaic patterns for recording wavelengths in all
possible spectral ranges. The compromise made in
reducing spectral and spatial resolution of multispec-
tral cameras impairs the quality of the data. This is
often addressed by spectral image enhancement al-
gorithms aiming at spatial resolution restoration with
high spectral band coverage (Sattar et al., 2022). In
the spatial direction, missing spectral values can be
restored using interpolation or prediction techniques,
also called demosaicing (Arad et al., 2022b; Go6b
etal., 2021). However, this process is challenging and
often inaccurate.

In this paper, we present a multispectral stereo
approach, fusing the data of two real-time capa-
ble mosaic-snapshot cameras with different spectral
range into a hyperspectral data cube with high spatial
and spectral coverage, circumventing the downsides
of the different setups. This is achieved by adapt-
ing hyperspectral stereo vision and calibration (Zia
et al., 2015; Tanriverdi et al., 2019) to the specific
multispectral setup in combination with multispectral
demosaicing. This not only allows for high quality
data fusion with high spectral and spatial resolution
but also for 3D reconstruction from the multispectral
recordings.

The remainder of this paper is structured as fol-
lows. The following section discusses related work in
the field of MSI demosaicing and data fusion. Follow-
ing, we describe our proposed spectral image fusion
pipeline. Section 4 presents the stereo camera setup
and data acquisition before section 5 describes exper-
iments and fusion results, followed by a conclusion in
section 6.

2 RELATED WORK

While multispectral imaging (MSI) records images at
distinct, predefined wavelengths, hyperspectral imag-
ing (HSI) acquires images across a broad range of
continuous, narrow spectral bands. This results in
HSTI providing more reliable and comprehensive in-
formation. However, HSI capturing is usually based
on sequential scanning, making it slow and expensive.
Multispectral snapshot shot cameras employ narrow
spectral filters at the pixel level on a single sensor,
capturing several wavelengths at limited spatial res-
olution in real-time. In recent years, multispectral
data enhancement or fusion approaches have gained
increasing interest.

2.1 Multispectral Demosaicing

To enhance the spectral-spatial resolution of multi-
spectral snapshot cameras, different concepts have
been proposed in the literature, collectively catego-
rized under the term demosaicing. In addition to the
conventional interpolation techniques employed for
the reconstruction of absent spectral values, such as
nearest neighbor and (weighted) bilinear interpola-
tion (Brauers and Aach, 2006), more sophisticated ap-
proaches have evolved incorporating domain-specific
knowledge about the multispectral filter array (Mi-
houbi et al., 2017).

In recent years, the application of deep neural net-
works (NN) has emerged in the field of hyperspectral
imaging. These networks have been leveraged to pre-
dict HSI data from MSI or even classic RGB image
data (Arad et al., 2022a; Arad et al., 2020). Methods
based on deep neural networks have been shown to
achieve superior accuracy than classical approaches,
especially in the delineation of spatial and spectral
boundaries. However, there exist central challenges
associated with these approaches. The main challenge
pertains to the lack of training data and the substan-
tial reliance of the method. This implies that the spec-
tral characteristics of individual scenes are learned for
interpolation purposes and thus establishing a criti-
cal dependence between the planned application and
quality and quantity of the training data. As a result,
suboptimal outcomes and inaccuracies in hyperspec-
tral data may manifest if the training data is inade-
quately chosen, of poor quality or insufficient in scope
(Wang et al., 2021). Further, achieveing real-time ca-
pability as well as mitigating artifacts like blurring re-
main unsolved challenges in the integration of deep
neural networks into hyperspectral imaging processes
(Lapray et al., 2014).
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2.2 Multispectral Data Fusion

Data fusion has been used to combine data from an
MSI, an RGB, or a grayscale sensor with an HSI cam-
era (Guo et al., 2022; Oiknine et al., 2018; Tanriverdi
et al., 2019) in order to enhance the spatial resolution
of the HSI data. The combination of different types
of optical sensors with different spectral and spatial
resolutions, especially for remote sensing, leads to
the problem that these sensors provide data in dif-
ferent modalities depending on their sensor charac-
teristics. However, the integration of data of differ-
ent sources can lead to an improved accuracy in data
analysis and interpretation (Mage et al., 2008; Tan-
riverdi et al., 2019). Most approaches employ so-
phisticated setups using a beam splitter or a shifting
unit to ensure that both cameras are virtually aligned
on the exact same optical path (Guo et al., 2022).
However, the use of a beam splitter carries the risk
of lower intensity and interpolation of the spectral in-
formation leading to blurring artifacts (Arad and Ben-
Shahar, 2016). Other approaches use light-field imag-
ing (Manakov et al., 2013; Wisotzky et al., 2023a;
MacCormac et al., 2023). In order to interpret and
analyze the data from different sensors in a cohesive
manner, methods for data fusion are needed (Forshed
et al., 2007; Biancolillo et al., 2014). While general
fusion techniques have undergone significant devel-
opment and find applications in various fields ranging
from satellite-based Earth observation to computer vi-
sion, medical imaging, and security, the fusion of data
from multiple sources with different spatial, spectral,
and temporal resolutions remains challenging (Zhang,
2010).

Inrecent years, research efforts have been directed
towards the extraction of 3D image data from multi-
spectral images (Sattar et al., 2022). This involves the
calculation of the 3D shape of the object’s surface by
analyzing multispectral images captured from differ-
ent camera views (Zia et al., 2015; Klein et al., 2014).
It is worth noting that all existing methods in this do-
main employ the same multispectral imaging range
for both viewpoints or use overlapping spectral ranges
to allow 3D analysis in this range (Sattar et al., 2022;
Bradbury et al., 2013; Shrestha et al., 2011; Genser
et al., 2020).

The process of data fusion can be grouped into
three strategies: low-level, mid-level and high-level
(Pohl and Van Genderen, 1998). The low-level data
fusion operates at pixel level, straightforwardly con-
catenating the raw data from all sources pixel by
pixel into a single matrix. This process can be exe-
cuted without additional preprocessing; although oc-
casional data adjustments may be necessary to ensure
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compatibility (Borras et al., 2015). In contrast, mid-
level data fusion, also referred to as feature level fu-
sion, involves the extraction of relevant features from
each data source individually. These features are de-
pending on the inherent characteristics of the data,
e.g., spectral intensities, edges or texture. Subse-
quently, these features are fused into a single dataset
for further processing, such as classification or re-
gression (Dong et al., 2009). At high-level fusion,
processing is performed on each data block indepen-
dently and the results are combined to achieve the fi-
nal decision. Therefore, it is often denoted as decision
level fusion (Zhang, 2010).

3 HYPERSPECTRAL FUSION

In order to achieve a hyperspectral image with high
spatial resolution and real-time capabilities, we com-
bine two multispectral snapshot mosaic cameras with
n and m spectral bands, covering different spectral
intervals into a stereo setup. To fuse the captured
data of both cameras into one HSI data cube, we first
demosaic the snapshot mosaic images (section 3.1),
before calculating a dense registration between the
two stereo views (section 3.2) and fusing the differ-
ent spectral data based on the calculated warps.

3.1 Demosaicing

We employ demosaicing as an essential processing
step, serving two key purposes: enhancing the vi-
sual quality of the images into full spatial resolution
and facilitating accurate feature detection. This step
is particularly crucial due to the substantial intensity
differences between neighboring pixels caused by the
different filter responses and specific spectral behav-
iors, i.e., due to the structure of an MSFA. Attempt-
ing feature detection and registration on the single-
channel mosaic pattern would therefore be impracti-
cal. In addition, demosaicing enables us to accommo-
date sensors with different mosaic sizes in the stereo
setup, e.g., as in this work n =4 x4 and m = 5x35.

In our demosaicing process we opt for a CNN ar-
chitecture with parallel building blocks following the
methodology detailed in (Wisotzky et al., 2022). The
network uses a 3D CNN for spectral refinement as
well as a convolutional layer for mosaic-to-cube inter-
polation, followed by 2D deconvolutional layers for
spatial upsampling at each spectral band, see Fig. 1.
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Figure 1: The demosaicing network. Two parallel feature
extracting layers using a mosaic-to-cube converter (M2C)
on one side and ResNet blocks on the other side are used
followed by a feature adding and two deconvolution (de-
conv) layers to upsample the spatial dimensions of the im-
age.

3.2 Disparity Calculation

Other work to calculate the image disparity has fo-
cused on two key parts: (1) feature matching and (2)
image regularization (Genser et al., 2020; Shrestha
et al., 2011; Sattar et al., 2022; Wisotzky et al.,
2023c). Given two images, feature matching aims
to compute a matching cost between a pair of im-
age patches. In general, this is an optimization prob-
lem maximizing the visual similarity with given con-
straints on the 3D geometry. Optical flow formulates
the same problem based on the entire image content
combining both parts. Therefore, we use a adapted
approach which iteratively computes the optical flow
between two images.

In order to calculate the disparity between the
two stereo images, we use a pixel-wise alighment
based on optical flow calculation. However, optical
flow is based on the brightness constancy assump-
tion. Our two multispectral images (I, and Ig) hold
different numbers of channels as well as different in-
formation from different wavelengths. For each de-
mosaiced view, we therefore first average the spectral
channels after channel-wise normalization, resulting
in single channel images I; and I. Due to different
spectral coverage of the two cameras, these images
hold different reflectance information and thus violate
the brightness constancy assumption of optical flow.
However, our experiments showed that the networks
we used can adapt to this. We selected three differ-

ent models from the literature as basis for the opti-
cal flow model: RAFT (Teed and Deng, 2020), DIP
(Zheng et al., 2022) and MS RAFT+ (Jahedi et al.,
2022). Each of these models has been adapted to al-
low gray-scale inputs. The feature detection is per-
formed on each image individually using a Feature
Encoder, see Figure 2. Subsequently, an iterative pro-
cess determines the disparity information. We use the
disparity of the previous image pair for an initializa-
tion of this process, reducing the number of iterations
of the disparity calculation to two.

Evaluation of these networks has performed using
widely used benchmark datasets: FlyingThings3D
(Mayer et al., 2016), MPI Sintel (Butler et al., 2012)
and KITTI optical flow 2015 (Menze and Geiger,
2015).

3.3 Data Fusion

Utilizing the dense disparity information, the spectral
information is fused by transferring the spectral in-
formation from the left view (I1) to the right view
(Ir). To achieve optimal aligned spectral data, the
fusion process involves consideration of various fac-
tors that influence the spectral response in the two di-
verse cameras. These factors involve spectral filter
responses of the individual bands, camera parameters
and illumination conditions. To account for these fac-
tors, we apply spectral correction and reconstruction
as elaborated in (Wisotzky et al., 2020a; Miihle et al.,
2021). Finally, the spectral bands are sorted accord-
ing to their specific wavelength.

This results in a hyperspectral data cube with high
spatial as well as spectral resolution (n + m spectral
bands). In addition, the disparity map provides depth
information, such that accurate 3D reconstruction can
be derived from a calibrated stereo system.

3.4 Stereo Calibration

In order to retrieve reliable spatial information from
the disparity map, a calibration process of the stereo-
scopic system is essential (Rosenthal et al., 2017). For
this purpose, we use a checkerboard pattern (Eisert,
2002). The automated calibration principle we used
in this work has six main steps and needs only to be
performed once the stereo-system has been changed.

1. Capturing. Acquisition of multiple (n) calibra-
tion views (Ic) guaranteeing that images stay in
focus resulting in a calibration set Ic; where j =
[1,n]:={jeN|1<j<n}.

2. Feature Detection. Detection of 2D fea-
ture points F in Ic; analogue to Sec. 3.2
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Figure 2: The entire pipeline to calculate disparity. The first part includes parallel demosaicing of both camera images. Then
a feature extraction follows using a mixture of convolutional layers and ResNet units. As last step the disparity is calculated
iteratively by using several convolutional blocks.
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and assign a 2D-to-3D mapping between cap-
tured views I and reference model views Ir
resulting in a unique ID-based feature point
set N(ch,IRj) = F1(id,x,y),F2(id,x,y),... —
F1(id,x,y),F2(id,x,y),. ...

. Intermediate Calibration and Pre-Orientation.

Using N(Icj,Igj) to compute an approximated
camera pose P(Ig;) via a least-square optimiza-
tion describing a rigid body transformation [R|t];
where R is a 3 x 3 rotation matrix and r a 1 x 3
translation vector, between the captured view Ic;
and the model reference view Ig;. Then

Pllry) = argmin(N(eyJry)) (D)

minimizes the L2-norm between detected fea-
ture points and reprojected 2D points of reference
model features using the current [R|¢] estimations.

. Single Camera Calibration. We estimate the

intrinsic camera parameter by a linear gradient-
based estimation of camera pose and lens param-
eters using the pre-orientated poses of step 3. The
process is performed independently for the left
and right camera. Currently, we estimate the focal
length fy, f, and three radial distortion parameters
k1,ky,k3 and ignore the principal point and tan-
gential lens distortion.

. Stereo Camera Calibration. The estimated cam-

era view pose from step 4 allows a straightfor-
ward computation of the camera extrinsic param-
eter, which describe relative transformation from
right camera Cp, to the left camera Cy, to complete
the stereo calibration.

. Calibration Validation. We validate our calibra-

tion routine with two geometrical statistics in 3D

space.
(a) Measurement accuracy: the distances between
feature points are known with high accuracy. The
distances between a preselected set of distances is
computed for the reconstructed points and com-
pared to known ground-truth values.

(b) Planarity constraint: The distance of the re-
constructed point to the reconstructed object plane
is an indicator of planarity of the reconstructed
object, which needs to be fulfilled, as the original
calibration target is also planar.

4 STEREO SETUP AND
EXPERIMENTS

To select the best performing optical flow model, we
performed different evaluations on the three adapted
models. For consistency, we used the data from Fly-
ing Things3D and MPI Sintel for training and evalu-
ated on MPI Sintel and KITTT optical flow 2015 data.
All images are converted from RGB to gray-scale af-
ter channel-wise normalization. To simulate the dif-
ferences of the captured reflectance intensity in the
two cameras, we applied different modulations on the
three channels of one camera image during the gray-
scale conversion. One of the following functions is
randomly selected and applied for each channel: iden-
tity y = x, square root y =y/xand y = 1 — /1 — x, ex-
ponentiation y =x" and y =1 — (1 —x)" with n =2
or n =4, and logarithm y = log,(x+ 1) and y =
1 —log,(2 —x).

The best performing model is then integrated in
our pipeline to evaluate the functionality and intra-
operative usability of our multispectral image fu-



Multispectral Stereo-Image Fusion for 3D Hyperspectral Scene Reconstruction

Table 1: The adapted and analyzed optical flow models for disparity calculation. The models are trained either only on
FlyingThings3D or on a mixture of FlyingThings3D and Sintel. The analysis in terms of end-point-error (EPE) is done on

Sintel and KITTI data.
Model Training EPE Sintel orig  EPE Sintel proc EPE KITTI orig EPE KITTI proc
RAFT FlyingThings3D 7.87 8.05 5.65 5.55
DIP FlyingThings3D 9.34 10.90 8.84 9.74
RAFT mixed 3.01 3.66 1.67 2.83
DIP mixed 4.67 4.49 7.52 8.34
MS RAFT+ mixed 5.36 6.01 2.11 4.21

on a surgical retractor system in the operation room. Right:
detailed view of the stereo-cameras mounted on the rigid
trail.

sion. We captured intraoperative stereo data with two
different multispectral snapshot cameras (XIMEA
GmbH, Germany) mounted on a rigid trail, see Fig. 3.
The left camera is a 4x4-VIS camera covering the
spectral range from A = 436 nm to A = 650 nm
with 16 spectral bands and a sensor resolution of
1024 <2048 pixels. The right camera is a 5x5-
NIR camera covering the spectral range from A =
675 nm to A = 975 nm with 25 spectral bands on
a 1080x2045 pixels sensor. Both sensors have a
pixel size of 5.5x5.5 um and the cameras hold a
F2.8/75 mm optics (Ricoh, Japan) (Miihle et al.,
2021). The 5.5%5.5 camera includes a band-pass fil-
ter on top of the optics.

The distance between both cameras is a = 6 cm.
The cameras are rotated around the image plane for
about 10 degree. This allows to capture the same
scene using a working distant (WD) of about d =
25 — 35 cm. Both cameras are frame-wise synchro-
nized.

To provide the full spectral information from A =
400 — 1000 nm for each point in the scene, the cap-
tured spectral data of both cameras have to be fused
into one consistent hyperspectral data cube. To allow
a correct processing on the fused spectral data, we ap-
ply a color correction to the raw data as desribed in .A
white reference image is acquired directly before or
after the actual capturing to correct the present illumi-
nation setting and achieve the reflectance information.
This is of high importance, especially for LED illumi-
nation, since a large difference in intensity exists be-

tween the individual recorded spectral bands (within
on camera as well as between both cameras).

After the demosaicing step, both images are
cropped to identical sizes of 1020x2000 pixels for
better image handling. Due to performance reasons,
we warped the 16 bands of the 4 x4-camera and con-
catenated the 16 spectral points for all pixels having
disparity information at the beginning of the 25 bands
of the 5x5-camera to achieve 41 spectral bands per
pixel.

To demonstrate the feasibility of our approach,
we conducted two types of experiments. In the first
one, we acquired n = 25 images of the checkerboard
from different viewing angles and WD to perform
the spectral-stereoscopic calibration. Further, images
of a color chart (ColorChecker Classic, X-Rite Inc.)
have been acquired to allow comparison of the fused
spectra to ground truth information. For the sec-
ond experiment, we acquired medical data to show
the spectral data fusion working in sensitive applica-
tions as image-guided surgery. We captured stereo-
spectral images during two different types of surg-
eries: parotidectomy (ENT surgery), cf. Fig. 5 and
kidney transplantation, cf. Fig. 8. Both types of
surgery are performed as open surgeries. In these
cases, the surgeon usually does not use an optical de-
vice as microscope or endoscope. Only magnifying
glasses may be used at times to enlarge anatomical
structures.

For illumination, a halogen light source is used
for the calibration experiments. During surgery, the
present surgical light is used, which always compre-
hensively covers the interesting parts of the scene with
high brightness.

5 RESULTS

5.1 Network Selection

The evaluation of the three adapted networks are sum-
marized in Tab. 1 and showed the best performing
results for our adapted RAFT. In most of the cases,
the dataset without gray-scale modulation (orig) dur-
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ing RGB to gray-scale conversion shows better re-
sults in comparison to the data with modulation
(proc). However, for all training modalities (either
only on FlyingThings3D or a mixture of FlyingTh-
ings3D and MPI Sintel) RAFT performed best re-
gardless on which data we evaluated (MPI Sintel or
KITTTI). Therefore, we selected RAFT for further us-
age.

5.2 Calibration

We performed the described calibration process ten
times on the acquired calibration images. In compar-
ison to the measured camera to camera distance of
a = 6 cm, we achieved acq;p = 5.987 cm when we
averaged all spectral channels of each camera during
the performed calibrations. For individual channel
calibration, we achieved an distance up to a = 7.29
cm. In addition, the convergence angle 6 between
the cameras is determined as 0 = 3.5deg in the cal-
ibration with all channels averaged. For individual
channel calibration, we determined 0 in the ranges of
0 = [6.96,11.24]deg. As mean stereo re-projection
error 1.50 px was achieved, cf. Fig. 4.

For the focal length f, we calculated f by aver-
aging all spectral channels of each camera resulting
in fiefe =79.69 mm and fgp; = 78.52 mm. But for
narrow-band multi- and hyperspectral imaging, focal
length generally exhibits a distinct wavelength depen-
dence called chromatic aberration. Therefore, we an-
alyzed the focal length for each individual spectral
band. In that case, the focal lengths ranged between
Jieyr = 81.23 mm to 88.60 mm and f;g;,, = 71.13 mm
to 78.08 mm.

5.3 Hyperspectral Fusion

The captured image data of the color chart and seven
surgeries in two different surgical fields have been an-
alyzed. It was possible to reconstruct a dense dispar-
ity map and fuse the spectral data for all cases. To
evaluate the quality of the fused spectral data, we an-
alyze the captured color chart images. For the case of
a plane color chart the disparity information are not of
large interest but the spectral reconstruction of the sin-
gle color tiles. These reconstructions were previously
analyzed in detail and could be reproduced (Miihle
et al., 2021; Wisotzky et al., 2020a).

The final hyperspectral data cube is always
smaller than the multispectral-stereo input images,
since the baseline of the stereo system leads to a
small scene shift as well as to occlusions in the two
multispectral-snapshot images. Therefore, the recti-
fied and warped image show empty image borders,
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Figure 4: Calibration results. The top figure shows an ex-
ample of a difference image between the projected ground
truth checkerboard data and a captured left (4x4 mosaic
snapshot) camera view. The bottom figure shows an exam-
ple of the re-projected corner points of the checkerboard.
The detected corner points (blue) fit almost perfectly with
the re-projected corner points (red).

Figure 5: One spectral channel of the right 4x4 camera
view after warping into the other camera view. Due to the
warping, some areas at the image borders hold no data and
are repeated by neighboring pixels. To avoid this effect dur-
ing analysis, the final data cube is cropped.

cf. repeating pixel lines in Fig. 5 at the bottom and
right borders. The dense disparity map of this case is
presented in Fig. 6. Artifacts are visible in the spec-
ular highlights. In these cases, the correct distance
from the scene to the camera cannot be determined.
However, this is not of high relevance, since these re-
gions do not contain any usable spectral information
and are not usable for further analysis.

Using the calculated disparity map, the captured
spectral data can be taken pixel-wise from the 4 x4-
camera and fused in front of the 5x5-camera data.
Thus, for each pixel having a valid disparity corre-
spondence a full reflectance spectrum from the cap-
tured scene can be calculated. Using this information,
a realistic RGB representation can be calculated and
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Figure 6: The disparity map of the case shown in Fig. 5.
Dark pixels refer to regions far away from the camera and
bright pixels refer to regions closer to the camera. The white
area on the left holds no information due to the stereoscopic
baseline shift. In addition, due to the baseline shift and
missing information, there is also an incorrect prediction
of a region distant from the camera system (red pixels) that
is actually close to the camera system.

0.45 T T
— -Nerve
el -Nerve
__0»35 |~ -Muscle =
3 03 -llzarotij g}an(} 2 - ~1,_.;__,_—_1:‘; ~-
<, ||= -Paroti and| & me exlaad
’;0.25 Fat ,/’/ S~ -
z 02 s _ETr T e ess
g i 3 e B \
= 0.15 ry i
T o01rNEy o
0 L
0.05 X

0 . . . . . . . . . .
450 500 550 600 650 700 750 800 850 900 950 1000
Wavelength A [nm)]

Figure 7: Due to the fusion of the spectral information into
one camera view, a realistic RGB representation can be cal-
culated (top view). Further for all regions with disparity
information, the spectral information in the VIS-NIR range
can be extracted, cf. colored circular ROIs in the top view
and spectral plots in the bottom view.

the object spectra in the full range of A = 400 to 1000
nm can be used for analysis.

The resulted reflectance spectra of one surgical
scenes (parotidectomy) are presented in Fig. 7. In
this example, six regions showing four different tis-
sue types are selected and the according spectra plot-
ted. Identical tissue types, regardless of the image re-
gion and camera-surface distance at which they were
located, result in a similar spectral reflectance spec-
tra, while the spectra of different tissue types show
clear differences in their reflectance behavior. All re-
constructed spectral tissue curves are in accordance
to reported spectral tissue behavior (Ebner et al.,

2021; Miihle et al., 2021; Studier-Fischer et al., 2022;
Bashkatov et al., 2005).

In Fig. 8 all results of another surgical use-case
(kidney transplantation) are presented. The top left
shows a spectral band of the demosaicked left view.
The calculated depth map (top right in Fig. 8) is dense
and matches the visual appearance of the scene (red
pixel are close to the camera and blue pixel are far
away). Only at the left edge and next to the liver hook
(white region at the bottom center of the scene) no
depth information can be extracted due to the stereo-
scopic occlusions. For a part of the liver hook, the
depth information could not be reconstructed cor-
rectly due to the occurring of total reflection in one of
the stereoscopic views. However, the overall data fu-
sion and spectral reconstruction works well as shown
for two different spectral bands in the bottom row of
Fig. 8.

6 CONCLUSIONS

In this work, we present an image/spectral fusion
method for stereoscopic multispectral snapshot im-
ages covering entirly different spectral ranges. This
allows a continuous capturing and processing of in-
traoperative images to achieve a hyperspectral data
cube. The hyperspectral data cube shows high spatial
resolution with about 2000x 1000 pixels and a good
spectral resolution with 41 spectral bands in the inter-
val of A =400 — 1000 nm. This spectral resolution
with the present sampling is sufficient to reconstruct
a spectrum in the VIS-NIR region for robust analy-
ses, which is comparable to spectra extracted from
other hyperspectral cameras (Miihle et al., 2021). Fur-
thermore, our system combines advantages of differ-
ent HSI and MSI systems from the literature with-
out showing their disadvantages (Ebner et al., 2021;
Clancy et al., 2021; Clancy et al., 2020). A problem
that quickly arises is when the objects to be analyzed
are not visible in both images due to their spectral
properties. Then it is difficult to register both images
and fuse the spectra. This would inevitably lead to
worse results, but could certainly be solved with com-
plex and controlled illumination solutions. However,
this problem is not likely to occur in the application
area of image-enhanced surgery addressed here.

In addition, the system allows continuous captur-
ing and reconstruction of the 3D surface texture, e.g.,
the situs in intraoperative imaging, which thus creates
a significant value increase. This makes it possible
to continuously monitor the present objects and their
spectral behavior over time. For example, for image-
guided surgery anatomical structures and physiolog-
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Figure 8: The final data fusion of data captured during kidney transplantation. Top left: one spectral channel of left camera
view, demosaicked. Top right: one spectral channel of right camera view, demosaicked. Bottom left: the top left view (left
camera) warped into right camera view. Bottom right: Flow field/disparity map of scene, blue color corresponds to small

camera-object distance and red is larger camera-object distance.

ical changes can be analyzed at the same time dur-
ing the entire procedure, if necessary. Further, it is
possible to measure the object sizes or register these
precisely to other image data, e.g., preoperative CT.
Thus for the clinical application, the surgeon can be
comprehensively provided with objective data. Other
comparable systems only allowed to reconstruct few
spectral bands and/or 3D surface, and were not real-
time capable (Lu and Fei, 2014; Wisotzky et al.,
2020b). Our system can continuously capture and
process data with low latency showing the potential
of real-time analysis as the pipeline is only partially
implemented for GPU usage.
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