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In the burgeoning era of deepfake technologies, the authenticity of digital media is being perpetually chal-
lenged, raising pivotal concerns regarding its veracity and the potential malicious uses of manipulated content.
This study embarks on a meticulous exploration of the effectiveness of both internal and external facial features
in discerning deepfake content. By conducting a thorough comparative analysis, our research illuminates the
criticality of facial features, particularly those situated beyond the face’s center, in distinguishing between gen-
uine and manipulated faces. The results elucidate that such features serve as potent indicators, thereby offering
valuable insights for enhancing deepfake detection methodologies. Consequently, this research, therefore, not
only underscores the paramount importance of these often-overlooked facial aspects but also contributes sub-
stantively to the domain of digital forensics, providing a nuanced understanding and innovative approaches
towards advancing deepfake detection strategies. By bridging the gap between technological advancements
and ethical digital media practices, this study stands as a beacon, advocating for the imperative need to safe-

guard the integrity of digital communications in our progressively digitized world.

1 INTRODUCTION

In the contemporary digital era, underscored by the
omnipresence of digital media and the swift advance-
ment of artificial intelligence (Al), the advent of deep-
fake technology has precipitated substantial appre-
hension amongst scholars, policymakers, and the gen-
eral populace alike. The term “deepfake,” a port-
manteau of “deep learning” and “fake,” signifies a
category of manipulated media content that encom-
passes images, audio, and video, crafted meticu-
lously through sophisticated machine learning algo-
rithms(Dagar and Vishwakarma, 2022).

The burgeoning of deepfakes poses intricate chal-
lenges by eroding trust, disseminating misinfor-
mation, and potentially destabilizing foundational
principles of truth and authenticity in digital me-
dia(Tolosana et al., 2020). Deepfakes refer to syn-
thetic media where an individual’s likeness in an ex-
isting image or video is substituted with another’s, a
technology that can be wielded for benign purposes
such as creating memes or educational content, or ma-
licious intents like promulgating misinformation and
tarnishing reputations(Korshunov and Marcel, 2018).

The pursuit of deepfake detection, which entails
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the identification and verification of manipulated me-
dia, has become paramount in preserving digital in-
tegrity. Although various algorithms for deepfake de-
tection have been devised, they are perpetually in a
race against the escalating sophistication of deepfake
creation methods(Tolosana et al., 2020).

In this paper, we endeavor to compare the efficacy
of internal and external facial features in the realm
of deepfake detection. Through the deployment of a
deep learning model, trained to discern deepfakes uti-
lizing both internal and external facial features, we
unearth that the model attains augmented accuracy
when deploying external facial features, such as the
forehead and mouth, in its detection methodology.

Our research holds the potential to enhance the
precision of deepfake detection algorithms, an imper-
ative endeavor considering the malicious applications
of deepfakes. By forging ahead in the development
of more accurate deepfake detection algorithms, we
contribute towards safeguarding individuals and en-
tities from the detrimental repercussions of manipu-
lated media.
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2 RELATED WORK

The deepfake detection domain, characterized by a
substantial surge in research and developmental ac-
tivities, has witnessed a myriad of methodologies in-
troduced with the primary objective of distinguishing
between genuine and manipulative visual media. In
this endeavor, a plethora of strategies, technologies,
and approaches have been meticulously designed and
deployed, each offering a unique perspective and so-
lution to the challenges posed by deepfakes. In this
section, we delve into a detailed exploration of var-
ious paradigms, ranging from biometric and physio-
logical models to advanced neural network applica-
tions, aiming to draw insights and potentially identify
gaps in existing methodologies.

2.1 Biometric and Physiological
Approaches

In a pivotal exploration of biometric systems,
(Menotti et al., 2015) ventured into uncharted territo-
ries, examining the potential of biometric systems in
detecting a variety of spoofing attacks, which spanned
across iris and fingerprint forgeries as well as fa-
cial recognition manipulations. Their methodology, a
blend of a meticulously designed convolutional neu-
ral network (CNN) architecture and refined strategies
such as fine-tuning network weights through back-
propagation, presented a novel approach to biometric-
based deepfake detection.This investigation into bio-
metric systems underscored the paramount impor-
tance of physiological attributes in discerning authen-
tic from manipulated content.

Moreover,the study(Xu et al., 2021) utilizes re-
mote photoplethysmography (rPPG) technology for
detecting deepfake videos. This method involves cap-
turing periodic changes in skin color caused by the
heartbeat cycle through sensors such as cameras. The
focus is on leveraging deep learning-based methods
to enhance the accuracy of rPPG algorithms. These
advancements enable effective handling of challenges
like lighting changes and motion artifacts in measure-
ments. The application of rPPG in this study is par-
ticularly directed towards the detection of DeepFake
videos, showcasing its potential in this emerging field.
The paper discusses the principles of rPPG, its recent
progress, and specifically, its application in DeepFake
detection.

2.2 Facial Recognition and Mask
Attacks

In a world increasingly relying on facial recognition
technologies, researchers(Steiner et al., 2016) intro-
duced a cross-modal approach aimed at thwarting fa-
cial mask attacks, a prevalent challenge in the field.
This approach, which utilized multispectral short-
wave infrared (SWIR) imaging, aimed to authenti-
cate faces by mitigating errors and inaccuracies often
induced by disguises or facial masks. The integra-
tion of a Support Vector Machine (SVM) classifier,
when amalgamated with multispectral SWIR imag-
ing, showcased a remarkable reduction in the false ac-
ceptance rate, offering a promising avenue for further
research and development in this domain.

2.3 Emotional Authenticity and Facial
Movements

The subtle and complex world of emotional expres-
sion was brought to the forefront in a study that uti-
lized a CNN-based approach (Lee et al., 2020). The
methodology, which was designed to discern seven
distinct emotions, including authentic and simulated
smiles, harnessed the FERC-2013 dataset, providing
a comprehensive framework for understanding the nu-
ances of emotional authenticity in the context of deep-
fake detection. Similarly, (Jafar et al., 2020) imple-
mented a strategy combining a CNN and the DFT-
MF technique, which critically assessed mouth move-
ments and successfully detected forged videos and
images, thereby achieving a high level of accuracy in
analyzing mouth dynamics during speech.

2.4 Eye-Blinking Dynamics and GANs

Navigating through the complexities brought forth
by the malicious utilization of Generative Adversar-
ial Networks (GANSs), researchers turned their fo-
cus toward eye-blinking, a physiological attribute of-
ten poorly replicated in forged videos (Ciftci et al.,
2020)(Menotti et al., 2015). By employing Long-
Term Recurrent Convolutional Networks (LRCN) to
scrutinize the dynamics of eye-blinking, researchers
have encountered limitations in videos featuring fre-
quent blinking or altered facial features, yet offered
a novel perspective on utilizing physiological charac-
teristics for detection. Jung et al.(Jung et al., 2020)
introduced Deep Vision, an algorithm that capital-
ized on predictable eye-blinking patterns as a mech-
anism to differentiate between genuine and manipu-
lated videos.
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2.5 Biological Data and Feature
Analysis

In an innovative approach, (Ciftci et al., 2020) intro-
duced a methodology grounded in the intricate anal-
ysis of biological data, employing variables such as
heart rate to differentiate genuine content from ma-
nipulated videos. By training SVM and CNN mod-
els on both temporal and spatial facial features, the
methodology demonstrated a promising potential in
the realm of deepfake detection, albeit with potential
susceptibilities when dimensionality reduction tech-
niques were employed, thus necessitating further ex-
ploration and refinement in future research endeavors.

2.6 Present Work

In the context of this research, our focus is meticu-
lously centered on the detailed analysis of facial fea-
tures, with the objective of identifying the most ac-
curate and reliable facial regions for deepfake detec-
tion. Our exploration involves a comparative analysis,
scrutinizing the efficacy of both internal (such as eyes,
nose, and mouth) and external (such as hairline and
jawline) facial features, with a hypothesis that inter-
nal features may furnish more robust and informative
data for the purpose of deepfake detection, offering a
novel perspective in the ongoing battle against digital
media manipulation.

3 METHOD

3.1 Face-Cut-Out

The Face-Cutout technique serves as a data augmen-
tation method for enhancing the training of Convolu-
tional Neural Networks (CNNs) aimed at improving
deepfake detection. This technique generates train-
ing images with varying occlusions, relying on fa-
cial landmark information without regard to orienta-
tion. Facial landmarks include the positions of key
facial features such as eyes, ears, nose, mouth, jaw-
line, and forehead. Google’s Media Pipe Face Mesh, a
facial landmark detection model, can accurately iden-
tify 468 unique landmark positions on a human face
in real-time.

To perform face cut-out, we grouped certain land-
mark positions to create polygons that were then oc-
cluded in the training images. We used two groups of
polygons:

* baseline : images without augmentation
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e Cut-out 1: chin, hair, jawline, and mouth (land-
mark positions 211-150, 103-67, 57-43, and 425-
280, respectively)

e Cut-out 2: left eye ,right eye ,both eyes and the
nose (landmark positions from 386 to 446 for the
left eye, 53 to 340 for both eyes, and 6 to 419
for the nose) By using these positions to calculate
polygons for the face cut-out, we generated train-
ing images with different occlusions for improved
deepfake detection.

We applied Cut-outs 1 and 2 to the selected datasets,
as shown in Figure 1.

A r = :
ARNG BREE ARES
HRRG HRES ARRE

Baseline Face Cut-out 1 Face Cut-out 2

Figure 1: The figure illustrates examples of the datasets
generated in this study, comprising three distinct groups:(1)
Baseline Images representing original, unaltered faces;(2)
Face Cut-Out 1, which involves cutting out specific regions
such as the left eye, right eye, both eyes, and nose; and (3)
Face Cut-Out 2, which cuts out the forehead, chin, mouth,
and jawline.

3.2 Dataset Selection

In the pursuit of empirically evaluating and train-
ing models tailored to deepfake detection, this study
rigorously selected and incorporated two datasets,
widely acknowledged and utilized in the research
community for their robustness and comprehensive-
ness: the FaceForensics++ (FF++) dataset (Mhou
et al., 2017) and the Celeb-DF dataset.

The FF++ dataset has garnered recognition as a
benchmark in the sphere of face forgery detection,
serving as a vital resource for researchers and practi-
tioners alike. This dataset furnishes a comprehensive
compilation, comprising over 1,000 original videos,
along with their manipulated counterparts, each of
which has been meticulously generated employing a
range of deep learning-based face manipulation tech-
niques. The inclusion of these manipulated videos,
each varying in complexity and method of genera-
tion, offers a rich, diverse, and challenging dataset for
training and evaluating deepfake detection models.

Conversely, the Celeb-DF dataset (Jafar et al.,
2020) provides a distinctly large-scale resource, en-
capsulating 590 original videos and a staggering
5,639 deepfake videos, thereby providing a substan-
tial volume of data for model training and evaluation.
Moreover, the Celeb-DF dataset offers a richly diver-
sified array of subjects spanning across varied ages,
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Table 1.
Dental measurement FF++ Celeb-DF
ACC AUC logloss ACC AUC logloss

EfficientNet-B7 + Cut-out 1 ~ 0.66  0.78 1.12 090 0.88 0.44
EfficientNet-B7+ Cut-out2 0.80 0.84 0.53 092 093 0.25
EfficientNet-B7+ Baseline 0.77  0.81 0.59 091  0.89 0.51
Xception + Cut-out 1 075 0.81 0.90 090 0091 0.35
Xception+ Cut-out 2 0.75 0.83 0.76 091 092 0.29
Xception+ Baseline 0.77  0.77 0.78 0.84 0.79 0.80

ethnic groups, and genders. This demographic diver-
sity furnishes a holistic platform, enabling the explo-
ration and evaluation of deepfake forensics research
in a multitude of contexts and scenarios, ensuring the
developed models are inclusive and effective across
varied subject matter.

However,the choice of Celeb-DF and FF++
datasets for deepfake detection is due to their real-
istic, high-quality deepfakes, diverse methods, and
large data volumes, providing a robust training plat-
form and setting benchmarks in deepfake research.

In the process of utilizing these datasets, metic-
ulous care was undertaken to adhere to conventional
practices for dataset division, ensuring that the mod-
els were trained, validated, and tested in a rigorous
and standardized manner. Specifically, the datasets
were allocated with 80% of the data designated for
training, facilitating the models to learn and adapt to
the complexities and nuances of the deepfake videos.
Subsequently, 10% of the data was reserved for val-
idation, assisting in tuning and optimizing the mod-
els during the training process. Finally, the remaining
10% of the data was strictly utilized for testing pur-
poses, ensuring an unbiased evaluation of the mod-
els’ performance and capabilities in identifying deep-
fakes, providing a rigorous and thorough assessment
of their applicability and effectiveness in real-world
scenarios.

__ HAEE EEHES
HEGE HREE

~ PHME W
| > 3

Figure 2: Sample images from each dataset that we used.
3.3 Model Selection
Two deep convolutional models, EfficientNet-B7 and

XceptionNet, were chosen as feature extractors for
the deepfake detection algorithm. Both models were

initialized with pre-trained ImageNet weights, en-
abling them to leverage rich feature representations.
XceptionNet employs depth-wise separable convolu-
tions to optimize computation, and it has shown ex-
cellent performance in deepfake detection.

EfficientNet-B7, the largest variant in the Effi-
cientNet architecture family, is known for its high per-
formance and efficiency. It has achieved state-of-the-
art results and is pre-trained using the Noisy Student
technique, enhancing robustness.

3.4 Pre-Processing and Training Set-up

The dataset was pre-processed to capture every 10th
frame from each video, and the OpenCV library was
used to crop the images to focus on facial regions.
Facial landmarks, as defined in section 3.1, were allo-
cated using the MediaPipe library. Images were then
divided based on the facial regions subjected to cut-
outs. For training, images were normalized, resized
to 224 x 224 resolution, and subjected to augmenta-
tions, including Image Compression, Gaussian Noise,
and Flipping. The Rectified Adam optimizer was em-
ployed, with a learning rate scheduling strategy. Bi-
nary Cross-entropy Loss was used for model training,
which was limited to 20 epochs with early stopping.A
batch size of 64 was utilized for all experiments, and
a GPU was employed for training.

3.5 Testing the Models

he model’s evaluation was conducted using a pristine,
non-augmented test dataset, specifically set aside as
10% of the total data for testing purposes. It is cru-
cial to note that this test dataset was entirely separate
from those used in the training and validation stages.
This separation was deliberately chosen to ensure the
model’s performance could be accurately assessed on
new, unseen data. For this evaluation, only the facial
regions within the images were utilized. The focus of
the assessment was on the model’s ability to differen-
tiate between genuine and manipulated faces, relying
on the subtleties of facial features as key criteria.
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3.6 Libraries and Toolkits Used

The research harnessed the capabilities of various
Python libraries and toolkits, including but not lim-
ited to OpenCV for extracting video frames, Image-
DataGenerator for data preparation and augmenta-
tion, and MediaPipe for facial detection and land-
mark allocation. Additionally, libraries such as Mat-
plotlib, NumPy, Pandas, and scikit-learn were utilized
for data visualization, manipulation, model evalua-
tion, and metrics calculation, respectively, ensuring a
comprehensive and robust methodological approach.

4 RESULTS

The evaluation of our proposed method’s perfor-
mance involves several aspects, including the appli-
cation of face cut-out augmentations to the Face-
Forensics++ (FF++) and Celeb-DF datasets, com-
parative analysis with different training settings, and
benchmarking against state-of-the-art deepfake de-
tection techniques.A comparative analysis of results
was conducted under three distinct settings. Base-
line(Original faces without any augmentation),Cut-
out 1(Four cut-outs placed strategically on the chin,
mouth, jawline, and forehead regions) and Cut-out 2(
Four cut-outs placed strategically on the left eye, right
eye, both eyes, and nose regions.)

* Phase One: Cut-out Technique Evaluation with
Each Dataset During this phase, three image
groups were created from each dataset: Baseline,
Cut-out 1, and Cut-out 2. Subsequently, these
groups were trained using the selected deep con-
volutional models, EfficientNet-B7 and Xception-
Net. The results demonstrated that models trained
with the Cut-out 2 group significantly outper-
formed those in the Baseline and Cut-out 1 groups
(Figure.3). Interestingly, the Cut-out 1 group
occasionally underperformed the Baseline group,
as observed in training with the EfficientNet-B7
model (Tablel).

The results indicated substantial improvements in
the performance of the EfficientNet and Xception
models when trained with the Cut-out 2 group,
with accuracy gains ranging from 1.23% to 17.7%
compared to the Baseline group. These find-
ings highlight the effectiveness of the Cut-Out 2
dataset in training more robust facial recognition
models. This can be attributed to the enforced
learning within the Cut-Out 2 dataset, emphasiz-
ing distinguishing facial regions that are critical in
differentiating fake from genuine faces.
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Figure 3: Test results in phase 1.

In the context of the Celeb-DF dataset, the Cut-
out 2 group achieved log-loss results 43.18% bet-
ter than the Cut-out 1 group when using the
EfficientNet-B7 model, closely matched by the
Xception model. Models trained with face Cut-
out 2 augmentations consistently demonstrated
superior performance. These findings suggest that
training with Cut-out 2 images led models to pri-
oritize the exposed facial regions, such as the fore-
head, cheeks, and chin. Consequently, it can be
inferred that regions of the face outside the cen-
tral features (eyes and nose) provide more sig-
nificant information for discerning differences be-
tween authentic and synthetic faces.

This aligns with a study by Huang et al.(Huang
et al., 2012), which found that even when facial
expressions were occluded, models could identify
a majority of facial expressions by relying on ex-
ternal facial features for cues. Similarly, our study
suggests that features beyond the central region of
the face contain crucial information for detecting
disparities between similar faces. In cases where
faces are very similar, such as with deepfakes, fo-
cusing on facial features beyond the central region
of the face can lead to more accurate detection of
differences.

¢ Phase Two: Evaluation of the Performance with a
Combined Dataset

In this phase, the datasets from Phase One were com-
bined to increase the overall volume of training data.
This augmentation aimed to improve the model’s gen-
eralization and performance with previously unseen
data while exposing it to more diverse examples. Ta-
ble 2 presents the results of the second phase, which
evaluated the performance of three different groups
(Baseline, Cut-out 1, and Cut-out 2) with a combined
dataset of face images. The models were trained for
20 epochs, and their performance was assessed based
on AUC, ACC (accuracy), and log-loss metrics.
EfficientNet-B7 with Cut-out 2 achieved the best
performance, with an AUC of 0.89, ACC of 0.91, and
log-loss of 0.45. The Xception model with Cut-out 2
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Table 2: Phase Two results.

Combined data-set

Models/Cutout type
ACC AUC logloss

EfficientNet-B7 + Cut-out 1 ~ 0.89 0.90 0.48
EfficientNet-B7+ Cut-out2 0.89 0.91 0.45
EfficientNet-B7+ Baseline 0.90 0.87 0.69
Xception + Cut-out 1 0.83 0.85 0.84
Xception+ Cut-out 2 0.86 0.88 0.85
Xception+ Baseline 0.77 0.73 0.94

also performed well, with an AUC of 0.86, ACC of
0.88, and log-loss of 0.85. The EfficientNet-B7 and
Xception models with baseline datasets showed sim-
ilar performance. These results suggest that the use
of Cut-out 2 effectively improves the performance of
facial recognition models compared to Cut-out 1 and
the Baseline dataset. The study also highlights that
the EfficientNet-B7 model is more effective for face
recognition than the Xception model. Cut-out 2 likely
helps preserve facial features, allowing the model to
better learn and recognize them, leading to improved
performance in face recognition tasks. Additionally,
it emphasizes that external facial regions, such as the
forehead, cheeks, and chin, are vital for deepfake de-
tection. The results revealed unexpected insights into
the significance of external facial regions, such as
the forehead, cheeks, and chin, in identifying deep-
fakes. Contrary to expectations, Al models exhibited
improved performance when focusing on these exter-
nal areas. This contrasts with previous findings in
prosopagnosia research, where individuals with face
recognition difficulties improved by concentrating on
core facial features like the eyes and nose. Further-
more, it is surprising that the AI model could detect
deepfakes even when the eyes, traditionally consid-
ered essential for face recognition, were not visible
in cases like the Cut-out 2 group, where the eyes and
nose regions were removed from facial images.

S CONCLUSIONS

In conclusion, our experiments, reinforced by the dis-
coveries of fellow researchers, demonstrate that in
cases where facial resemblances are prominent, di-
recting attention to facial features located beyond the
central regions of the face results in more precise dis-
tinctions between faces.

Our findings that external facial regions may play
a crucial role in deepfake detection open several av-
enues for future research in the field of deepfake de-
tection and computer vision.One promising avenue

for future research is to compare the performance of
Al models focusing on external regions with human
perception. This would involve analyzing situations
where humans excel in recognizing deepfakes com-
pared to Al models and vice versa. Such an inves-
tigation could provide insights into how to leverage
the strengths of both humans and Al to develop more
effective deepfake detection systems.

Another important area of future research is to
conduct real-world testing of Al models that focus
on external facial regions. This would involve test-
ing the models in practical scenarios where internal
facial regions may be obscured due to factors like
masks, sunglasses, or low lighting conditions. This
research would help to assess the feasibility of using
these models in real-world deepfake detection appli-
cations. Overall, our findings suggest that external
facial regions may play a crucial role in deepfake de-
tection. This opens up several promising avenues for
future research in the field of deepfake detection and
computer vision.
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