GNNDLD: Graph Neural Network with Directional Label Distribution

Keywords:

Abstract:

Chandramani Chaudhary', Nirmal Kumar Boran', N Sangeeth? and Virendra Singh?

I National Institute of Technology Calicut, Kozhikode, India
2 National Institute of Technology, Trichy, Tiruchirappalli, India
3 Indian Institute of Technology Bombay, Mumbai, India

Graph Neural Network, Heterophily, Homophily, Oversmoothing, Decoupling.

By leveraging graph structure, Graph Neural Networks (GNN) have emerged as a useful model for graph-based
datasets. While it is widely assumed that GNNs outperform basic neural networks, recent research shows that
for some datasets, neural networks outperform GNNs. Heterophily is one of the primary causes of GNN
performance degradation, and many models have been proposed to handle it. Furthermore, some intrinsic
information in graph structure is often overlooked, such as edge direction. In this work, we propose GNNDLD,
a model which exploits the edge direction and label distribution around a node in varying neighborhoods
(hop-wise). We combine features from all layers to retain both low-pass frequency and high-pass frequency
components of a node because different layers of neural networks provide different types of information. In
addition, to avoid oversmoothing, we decouple the node feature aggregation and transformation operations.
By combining all of these concepts, we present a simple yet very efficient model. Experiments on six standard
real-world datasets show the superiority of GNNDLD over the state-of-the-art models in both homophily and

heterophily.

1 INTRODUCTION

In many domains, including biological, chemical, so-
cial, etc., data can be naturally modeled as graphs
forming cell or gene graphs, molecular structures, so-
cial networks, and so on. Graphs are powerful data
representations, however, they can not be represented
in Euclidean space. Due to this, traditional machine
learning models are unable to model them. Deal-
ing with graph data presents several issues, including
how to represent or use the structural information of a
graph and how to utilize neighborhoods with no order
and no fixed size. Many existing (Zhu et al., 2020;
Grover and Leskovec, 2016; Hu et al., 2021) sta-
tistical models consider ordered and fixed-size input
for graph data, which cannot capture all information
and may include noise by considering order among
nodes. The Graph Neural Network (GNN) (Scarselli
et al., 2009) is the most recent state-of-the-art (SOTA)
model leveraging machine learning methodologies on
graphs to address these problems. In GNNS, the struc-
tural information is incorporated with the graph enti-
ties, such as node features and/or edge features and/or
labels, etc. Similar to CNNs (Yao et al., 2019), GNNs
can recursively gather information from neighboring
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nodes in the graph, which includes both spatial and
node features.

Although GNNs have improved numerous tasks,
the majority of GNN-based models consider the graph
as a homophilous graph (homophily). A network with
the homophily property states that similar nodes are
more likely to attach to one other than dissimilar ones.
Since the majority of real-world networks contain a
variety of nodes and edges, such assumptions are un-
realistic. In a citation network, for example, there
are different node types, such as paper, author, area,
and so on, as well as edges between different types of
nodes. These graphs are referred to as heterophilous
networks (heterophily). Due to the extensive and var-
ied information contained in these graphs, the major-
ity of GNN models are unable to comprehend the het-
erophily aspect of the graph. Many models have been
proposed that are spectral-based and design high-pass
filters to handle heterophily (Luan et al., 2022; Poiitis
et al., 2022). Some methods (Velickovi¢ et al., 2018;
Peng et al., 2021) focus on the selection of neighbors
for aggregation function. These methods tend to have
a higher number of parameters than the usual GNN
and hence require more training time. Some methods
(Zhu et al., 2021; Zhong et al., 2022) learn a com-
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patibility matrix to consider label-to-label relations.
In our research, we explore the node-to-label infor-
mation for each node concerning each neighborhood
hop/layer, terming it as label distribution. This refers
to the details regarding which labels are assigned to
the neighboring nodes. This can give a more robust
and local view of label distribution around a node
type instead of considering a generalized compatibil-
ity matrix for all labels, which gives global informa-
tion.

For node classification in graphs, some methods
are based on label propagation (LP), which incorpo-
rates label information (Wang and Leskovec, 2020;
Wang and Leskovec, 2021). Typically, LP-based
methods propagate the label information along the
edges and aggregate it at the nodes. In the proposed
work, the distribution of labels is considered for each
node as its feature, unlike in LP. Our work describes
the type of neighborhood around a node, this dis-
tribution aids the proposed model’s ability to deter-
mine whether the graph is more heterophilous or ho-
mophilous.

Some of the existing methods (Fu et al., 2020)
try to improve the embeddings of graphs with metap-
aths. A metapath is an ordered sequence of the net-
work node and edge types that identify a compos-
ite relation between the node types involved. Since
metapath-based models do not consider the rich node
features, they do not perform well on heterophilous
graphs. In the proposed work, we consider the feature
of nodes with directional information. The directional
label distribution considered is with respect to label
distribution around a node, i.e., we use the distribution
of labels among outdegree nodes and indegree nodes
individually. The nodes which share similar types of
directional label distribution tend to be in the same
class.

We propose a novel GNN model where both
homophilous and heterophilous graphs are consid-
ered. To accommodate the properties of both types
of graphs, we design the model to consider aggre-
gated neighborhood features that are typically consid-
ered in the case of homophilous graphs. To improve
upon heterophily issues, we propose to use directional
label distribution features. So, the model not only
uses structural information for generating node fea-
tures from neighbors but also for generating label in-
formation from its neighbors. It has been observed
that as the number of layers (depth) of the model
grows, the node representation degrades (Liu et al.,
2020). There can be two reasons for this: 1) over-
smoothing of node representation- this is more promi-
nent in the case of small graphs, and 2) noise inclu-
sion in node representation- this is more prominent
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in large graphs. To overcome oversmoothing, we de-
couple the aggregation and propagation operations of
GNN. Further, to overcome the noise inclusion prob-
lem, we take each individual layer’s features (Skip
Connection (He et al., 2016)). These features are then
combined with initial features to feed them to a fully
connected layer, which is the final layer. As a result of
neighborhood node features and directional label dis-
tribution, our proposed model improves the expressiv-
ity of structural and semantic information in graphs.
In our proposed work, we are considering the feature
of nodes with incoming edge directions in neighbor-
hood message aggregation. If we add outgoing node
features, it may deviate from the performance of the
model. This can be handled by a graph attention net-
work (GAT) (Velickovi¢ et al., 2018), and we would
like to look into this further in our future work by in-
cluding the edge direction of the edge feature vector.
The edge feature, which requires a lot of processing
resources, is not used in this paper.

In summary, this work makes the following major
contributions:

1) We propose a novel GNN for node classifi-
cation that considers both the homophily and het-
erophily properties of graphs.

2) We design the node representation by reflect-
ing the node features, label distribution, and edge di-
rection information. This representation uses differ-
ent powers of the adjacency matrix depending on the
GNN layer.

3) We carry out in-depth experiments to assess the
effectiveness of our proposed approach on three ho-
mophilous graph datasets and six heterophilous graph
datasets for node classification. Experiments show
that our method consistently outperforms other state-
of-the-art models and baselines in the classification of
nodes in most datasets.

2 RELATED WORK

2.1 Traditional Graph Neural Networks

To improve graph-based tasks GNN is becoming
widely attractive due to its ability to learn from end
to end. Defferrad et al. (Defferrard et al., 2016)
proposed the early GNN model, which discussed
how convolutional neural networks can be general-
ized for graph-based data. Kipf et al. (Kipf and
Welling, 2017) further improved and simplified the
GNN model with an approximation, which is now the
typical GNN baseline called the graph convolutional
neural network (GCN). Due to the success of attention
models in other deep learning areas, Velickovic et al.



(Velickovi¢ et al., 2018) proposed a graph attention
network to improve neighborhood aggregation.

2.2 Oversmoothing

Many studies show that oversmoothing occurs in
GCN with numerous layers, which causes the repre-
sentation of nodes in each connected component to
converge to an identical representation. This is a re-
sult of aggregate and transformation processes being
used repeatedly (Yan et al., 2022). Lietal. (Lietal.,
2018) work is the first study regarding oversmooth-
ing in GCN. The propagation process, according to
the authors, is a unique symmetric type of Laplacian
smoothing that results in a comparable representa-
tion for nodes belonging to the same class. Liu et al.
(Liu et al., 2020) analyze the same problem and pro-
pose adaptive, structure-aware node representations.
To prevent oversmoothing in GNNs with fewer lay-
ers, authors have talked about decoupling the propa-
gation and transformation operations. To overcome
oversmoothing several empirical solutions are pro-
posed such as residual connections (Li et al., 2019),
skip links (Xu et al., 2018), edge dropout (Rong
et al., 2020), new normalization strategies (Zhao and
Akoglu, 2019), etc.

2.3 Heterophily

The crucial issue of heterophily for GNNs was first
explored in (Pei et al., 2020). Although MixHop
(Abu-El-Haija et al., 2019) does not specifically ad-
dress the heterophily issue, it does mention the chal-
lenge of learning in heterophilous graphs and suggests
using multi-hop neighborhoods. Luan et al. (Luan
et al., 2021) use different filter channels to each
node’s advantage to adaptively exploit helpful neigh-
bor information. The authors consider the graph as
an undirected graph. Yan et al. (Yan et al., 2022)
suggested a GCN that, under certain circumstances,
adjusts the degree coefficient and signed messages
based on the degree of nodes. These approaches have
numerous common design choices that seem to im-
prove performance in heterophily environments: us-
ing multi-hop neighborhoods, separating neighbor in-
formation from self-information, and integrating in-
formation from several scales of graphs (Lim et al.,
2021).

Ma et al. (Ma et al., 2019) specifically suggest
DisenGCN which decouples node representations in
GNNs and learns different embeddings with respect
to users’ potential intentions. To encode edge fea-
tures more effectively, several efforts have been made.
Graph Laplacian is used to take edge directions into
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account (Zhang et al., 2021; He et al., 2022; Geisler
et al., 2023). According to (Gong and Cheng, 2019),
edge features are encoded using a GNN layer with
an attention-based architecture. The edge feature’s
weights are determined by how similar the character-
istics are between its two nodes.

3 PRELIMINARIES

3.1 Problem Formulation

We focus on the problem of semi-supervised node
classification on a graph G = (V,E), where V =
{vili = 1,2,...n} is the set of nodes, and E CV xV
is the edge set without self-loops. We consider a di-
rected graph where edge (v;,v;) gives an edge from
node v; to v;. For the subsequent discussions, we con-
sider A € R"™" as the asymmetric adjacency matrix,
where (ij)" entry in A, a;; = 1 iff (v;,v;) € E oth-
erwise a;; = 0. X € R"™ ig the node feature matrix
where 7 is the number of nodes in the graph G and d
is the feature dimension. ¥ € R"*I¢l is the node label
matrix and entry in Y for node v; is y;; = 1 iff v; is
labeled as c;, otherwise y;; = 0, where C is the set of
class labels and c; € C.

Node classification is a well-studied problem that
is closely related to the graph’s homophily and het-
erophily properties. The following is a formal defini-
tion of node classification.

Definition 1. Node Classification: It is the pro-
cess of learning a probability, Q(Y|G;8), to identify
the class of each node that does not have a label in a
graph, G = (V,E,Y), where ¥ is the partially observed
label distribution and 6 is the model parameters.

3.2 Graph Convolution Networks

The Graph Convolution Network is a multi-layer
feedforward neural network that consists of two
main processes to learn a new feature representa-
tion for feature x;. First, features are transformed,
and second, transformed features from neighbors
are aggregated.  For a typical GCN, the em-

bedding of the (k-+1)" layer can be expressed as:

H* = g(AH'WF) (1)

where H® = X, o(.) is a non-linear activation; H*
and W* are the k"* node representation and transfor-
mation trainable parameters respectively. A is the nor-
malized matrix and there are various ways to rep-

resent it, e.g., A= D%IAD%], or A = D~ 'AD, or
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A=D7TADT, where A = A +I (Adding self-loop).
The neighborhood aggregation term AH¥ in equation
1 provides a node’s representation after it has been re-
fined by aggregating the representations of its neigh-
bors. And the feature transformation is performed by
6(.), a technique acquired from conventional neural
networks that deal with nonlinear feature transforma-
tion. GCN builds node representations with several
layers by combining both node properties and graph
structure.

3.3 Homophily and Heterophily

In graphs, most of the time nodes are connected when
they share some common characteristics. As a result,
homophily is a fundamental inherent property of a
graph. Homophily is defined by connected nodes that
are similar to one another. It indicates that there is a
strong likelihood that nearby nodes will have the same
label when referring to the node classification prob-
lem. Contrarily, in a graph with heterophily, the adja-
cent node pairs are more different. The homophily
ratio is a statistic that is used to quantify both ho-
mophily and heterophily features, and it is defined as
follows:

Definition 2. Homophily Ratio: Consider a
graph G, the homophily ratio is given as H(G) =

‘{(Vi’vj):(V"’rg‘emy’:y"}‘ ie. H(G) is the fraction of

edges which connects same class nodes.

The neighbors of a node are expected to have the
same characteristics and labels if a graph fulfills the
homophily property. The self-features of the node and
the features of its neighbors are combined by common
aggregation functions like summing to strengthen sig-
nal label matching and increase prediction accuracy.
However, in the instance of heterophily, it is thought
that nodes have unique characteristics and labels. Un-
der this scenario, the accumulation will lessen the sig-
nal and enhance the noise in the feature representa-
tions of the nodes, leading to erroneous predictions.

4 METHODOLOGY

4.1 Directional Label Distribution

It may be best to have some characteristics that can
provide the label distribution around a node because
the homophily and heterophily levels in real-world
datasets can vary. This kind of distribution can make
it clear to the nodes whether they are in a homophily
or heterophily graph; that is, the model will learn
whether the node representation should be similar
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to other nodes with the same labels (homophily), or
whether it should be based on different types of nodes.
Typically, a compatible matrix is used in heterophily
graph models to learn the relationships between labels
(Zhu et al., 2021; Zhong et al., 2022). The compatible
matrix is |C| X |C| matrix giving the relation between
each pair of classes. This matrix provides a global
view of how a class is distributed in relation to other
classes. In our approach, the local distribution of class
labels with regard to each node is computed.

We add another dimension to label distribution by
taking direction into account. GCN accepts both di-
rected and undirected graph input, and the edge di-
rection contributes crucial details about a graph. In
spite of the existence of edge direction information in
the input, many earlier techniques, such as GCN and
GAT, ignore it. In their methods, they merely consider
directed graphs, such as Wikipedia-based graphs, as
undirected graphs. In this work, we demonstrate how
losing edge directions will result in the loss of signif-
icant information. We present directional label dis-
tribution by generating three directed edge channels.
The direction of edges is used as a type of edge fea-
ture when constructing these channels, as shown:

[? 7 7 +Z7] 2)
z7 =Sty (3)

(_
zk=(s"Ty )

where Zk € R**ICI gk € 0,1"%" is an indicator func-
tion, where S{Fj = 1, if there is a path of maximum
k hops from i to j otherwise S{-‘j =0 and S];'i =1if
there is a path of maximum k hops from j to i other-
wise S];i = 0 (also S¥ = 0). Z! gives the occurrence
of each class in the first order neighborhood of node
i (here 1 indicates the first GNN layer). Take note
that the three channels identgz three differe<n_t types

of neighborhoods: forward (Z), backward (Zf), and

undirected(<Z_f +[ZF]). In order to obtain the direction
information for each node, we concatenate the node
label distribution from these three different channels.
The original node feature and the resultant directional
label distribution vector are concatenated for further
processing.

4.2 Decoupled GNN

It is observed that the performance of deeper GCN
suffers due to the entanglement of propagation and
transformation operations (Liu et al., 2020; Dong
et al., 2021; Klicpera et al., 2019). It is crucial to
comprehend these two actions separately. GCN is
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Figure 1: An illustration of k" layer embeddings.

important since it is utilized for graphs, and it is as-
sumed that we can exploit the graph structure deeply.
In some cases, if we are unable to use deeper GCN, its
performance will be marginally higher than the Multi-
Layer Perceptron (MLP). This is due to the presence
of rich initial node features in the majority of the
datasets. As a result, even with just the MLP, we can
achieve some decent results. To overcome the issues
arising from deeper GCNs (Liu et al., 2020), we de-
couple the transformation and propagation.

A recent work (Liu et al., 2020) has used decou-
pled GCN and implements the structure as follows:

Y = softmax(A fo(X)) (5)

where fo(.) is a function that transforms the fea-
tures, for which typically a multilayer perceptron is
used. A’ is constructed based on graph structure and
propagation strategy. In our work, we adapt the defi-
nition of decoupling as provided by (Liu et al., 2020).
As aresult, we use GCN based feature transformation
function, and A’ is the power adjacency matrix based
on the layer of the model. Our approach decouples
the propagation and transformation operations of typ-
ical GCN by explicitly considering k-hop neighbors
in equation 1 i.e., unlike typical GCN, we multiply
with A¥ instead of A. This scheme of decoupling prop-
agation and transformation helps create deeper mod-
els without significantly affecting performance. This
indicates that the typical drawback of GCN, over-
smoothing, is not observed in a decently deep (40 lay-
ers) GNNDLD model. Though in practice, we usually
do not use a large receptive field, however, in the event
of few training nodes, a broad receptive field is nec-
essary to include more information. There are some
applications such as social network analysis, where
a large receptive field may improve the performance,
but by no means it is sufficient.

The directional label distribution features, along
with the original node features, are helpful in improv-
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ing the representation for both graph homophily and
heterophily. The impact of these features is more
prominent in cases of heterophily, as these features
show the distribution of various node labels. In net-
work homophily, the majority of nodes have the same
node type in its surrounding and might have similar
node representation as compared to the heterophilous
network. The embedding of the k" layer for the pro-
posed model is illustrated in Figure 1 and is given as

<_
H* = FFNN oy AFH* 1| \ockzz7 ||ous Z¥ ||
%
ous(Z + 2)

where o € R4, HO = X, || denotes column-wise
concatenation, and FFNN is feedforward neural net-
work that uses Relu as an activation function.

We take the hidden state vector from all k-layers
and apply max pooling to each node to increase ex-
pressiveness. We next feed the resulting represen-
tation into a feedforward neural network to find the
probability distribution of the node labels for classifi-
cation.

Q(Y|G;0) = FFNN(HBo||max(H' By, H*B,,

o HBL)

where o and [ are learnable parameters and 3 €
R*. ais learned to decide how much importance is to
be given to node features and label distribution for all
three edge direction channels, whereas B is used to de-
cide how much importance should be given to layer-
wise features. We use cross-entropy loss at the output
layer of our model. Initial node features have been
found to be particularly informative in many graph
datasets. As a result, in addition to taking structurally
updated node features into account through propa-
gation and transformation, we consider initial node
features (H°) that have rich self-knowledge. We are
aware that each layer of a neural network tends to
provide different information, regardless of whether a
graph is heterophilous or homophilous, and thus they
should be addressed accordingly. In typical GCN, the
last hidden state representation is an amalgamation of
information from all k-layers (hops). Sometimes, in
the process of amalgamating information, some im-
portant information gets diluted and some unneces-
sary information gets enhanced. To overcome this
problem we are using the weighted output of each
layer individually. The weighted layer output is fed
into the FFNN to learn which layer features should be
given more importance. This idea is similar to adding
skip connections from every layer with weights (akin
to a ”skip connection” between layers). We employ
an FFNN for our final classification.

(6)

(N
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Intuitions: In equation 6, AX gives the number
of walks of length k between vertices. Studying
these walks provides insights into the graph’s struc-
ture, connectivity, and dynamics. It helps understand
node connectivity and accessibility and is crucial for
measuring node centrality and influence in the net-
work. If the vertices have a larger number of walks
between them then their features get multiplied by the
number of walks. Unlike GAT (Velickovié et al.,
2018), which learns the weight explicitly for each
neighbor our approach implicitly takes weight based
on the number of walks between vertices (utilizing
Ak). Also, A*, captures more structural information
than typical GCN as A* not only shows the connec-
tion/edge between two vertices but also shows how
strongly the two vertices are connected. Traditional
GCNs average node features with those of their neigh-
boring nodes, which is effective in homophily but
may not be effective in heterophily. The nodes in het-
erophily are expected to be connected to various class
nodes, and their representations are distinct from one
another. Therefore, we continue using the initial fea-
tures while also learning new features from various
graph hops. Each layer gathers data differently; the
earliest layers are more local, while the latter ones
gather an increasing amount of global data (implic-
itly, via propagation).

S EXPERIMENTS

In this section, we examine various GNN models and
assess the performance of the proposed model, GN-
NDLD. Real-world datasets (Luan et al., 2022; Zhu
et al., 2020) are used for node classification. We be-
gin by detailing the datasets and experimental setups
used in the model. We compare our model to other
state-of-the-art models and then conduct an ablation
study to validate the model’s various components. Fi-
nally, the performance of GNNDLD is evaluated by
changing the number of layers. We report the average
test accuracy with standard deviation.

5.1 Datasets

We conduct extensive experiments on six datasets
commonly used in the GNN literature for node clas-
sification tasks. A brief summary of the datasets is
presented in Table 1. In the table, if the homophily
ratio is close to one, the dataset is more homophilic.
On the other hand, if the ratio is close to zero, the
dataset is heterophilic. Homophily is investigated in
citation network datasets such as Cora, CiteSeer, and
PubMed. In these datasets, papers are represented as
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nodes, while citations of one publication by another
are represented by edges. The node label of a paper
indicates its academic subject, and the node features
indicate how papers are represented as a bag of words.
For heterophily, three datasets- Chameleon, Squirrel,
Film are considered. Chameleon and Squirrel contain
Wikipedia pages on similar topics. The Film dataset
is a subgraph of the director-actor-writer-film graph.

5.2 Experimental Setup and Analysis

Our experiments focus on a transductive environment
in which we have access to all the features of nodes
and a subset of their labels. During training, the
weight of each edge is treated as a free variable.

We compare our model with the following ap-
proaches, 1) Classic GNN models: Vanilla GCN
(Kipf and Welling, 2017), GAT (Velickovi¢ et al.,
2018), and GraphSage (Hamilton et al., 2017). 2)
Heterophily focused models: GCNII (Chen et al.,
2020), FSGNN (Maurya et al., 2021), APPNP
(Klicpera et al., 2019), H2GCN (Zhu et al., 2020),
FAGCN (Bo et al., 2021), MixHop (Abu-El-Haija
et al., 2019), and ACM (Luan et al., 2022). 3) Edge
direction focused model: EGNN (Gong and Cheng,
2019) and MagNet (Zhang et al., 2021). 4) Decou-
pled architecture: DAGNN (Liu et al., 2020). We
use the same data splits and training process for all
datasets in order to provide a thorough and fair com-
parison of various models. We use a data split pre-
sented by (Bo et al., 2021), with nodes from each
class accounting for 60%, 20%, and 20% of the to-
tal for training, validation, and testing, respectively.
For our model, the hyperparameter details are given
in Table 2. The searching Hyper-parameters include
learning rate and weight decay for three types of lay-
ers i.e. input layer, hidden layer, and output layer. The
other crucial hyperparameters include epoch, number
of layers, and dropout.

5.2.1 Comparison with Baseline and SOTA
Models

To visualize the performance of our model, we con-
sider real-world datasets with homophily ratios rang-
ing from strong homophily (Cora, CiteSeer, and
PubMed) to strong heterophily (Chameleon, Squirrel,
film). Table 3 gives the accuracy and standard de-
viation of GNNDLD and other models. The results
of GCN are from (Zhu et al., 2020), GAT, Graph-
SAGE, GCNII, APPNP, H2GCN, FAGCN, MixHop,
and ACM are from (Luan et al., 2022), FSGNN is
from (Maurya et al., 2021), EGNN is from (Gong
and Cheng, 2019), and MagNet (Zhang et al., 2021).
We have considered the best performance score of ev-
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Table 1: Statistics of datasets.

Dataset Hom. Ratio | Nodes | Edges Features | Classes
Cora 0.819 2,708 10,556 | 1,433 7
CiteSeer 0.703 3,327 | 9,104 3,703 6
PubMed 0.791 19,717 | 88,648 | 500 3
Squirrel 0.22 5,201 198,353 | 2,089 5
Chameleon | 0.23 2,277 | 36,101 | 2,325 4
Film 0.22 7,600 | 33,544 | 931 5

Table 2: Hyperparameters for GNNDLD.

ery model. We observe that GNNDLD consistently
outperforms across the entire homophily range, from
low to high. The performance improvement of GN-
NDLD over the baseline method GCN is between
5.71% — 45.43%. In two of the heterophily datasets,
Squirrel and Film, GNNDLD outperforms SOTA by
nearly 7.74% and 33.83%, respectively. The perfor-
mance of all existing models on the Film dataset is
consistently poor, i.e., less than 42%, whereas GN-
NDLD could achieve 75.69%. In edge direction fo-
cused models, both EGNN and MagNet perform less
than our model. The accuracy of MagNet greatly de-
grades in the case of homophilous networks. Further-
more, we evaluate DAGNN, a method based on de-
coupling, and find that its performance on homophily-
based datasets is inferior compared to GNNDLD

GNNDLD performs better than SOTA on both ho-
mophilous and heterophilous graphs. Overall, the re-
sults indicate that the proposed approach can be gen-
eralized without incurring a high computational cost
for node classification tasks in both homophily and
heterophily.

As we cannot include results for all the current
state-of-the-art methods, we referred to Papers With

Code (https://paperswithcode.com/), a free platform
for researchers and professionals to explore the latest

Hyperparameters Values ) . .
weight decay for alpha 0.01 advancements in machine learning research papers,
weight decay for beta 0.0001 code implementations, and datasets. The results were
weioht decay for first Taver 0‘001 directly obtained from Papers With Code, and our
weight decay for bid denyla oS 0'0001 analysis reveals that our proposed approach outper-

£ Y Y : forms all the other methods across various datasets.
weight decay for final layer 0.0001 .

- Comprehensive results of SOTA approaches are pro-
learning rate for alpha 0.01 . . .
. vided in Appendix A.

learning rate for beta 0.01
learning rate for first layer 0.01 5.2.2 Ablation Study
learning rate for hidden layers | 0.01
learning rate for final layer 0.01 In this section, we consider the effects of various com-
hidden units 64 ponents of the proposed model. Table 4 shows the
epochs 1500 comparison of the proposed model with other vari-
Optimizer Adam ants of the model. The first variant, GNNDLD-1,
Activation RelL.U only considers the initial features of nodes and does
dropout 0.6 not consider directional label distribution. The second
Layer-wise normalization Yes variant, GNNDLD-2 uses the initial features of nodes
Number of layers 3 with label distribution without considering edge di-

rection. The third variant, GNNDLD-3, considers the
initial features of nodes with directional label distri-
bution without decoupling. As per our observations
from Table 4, the label distribution adds a lot of in-
formation to node features. The directional label dis-
tribution has more impact on a heterophilous dataset
than on a homophilous one.

GCN suffers from oversmoothing in the case of
heterophily graphs such as chameleon, squirrel, and
film. GNNDLD-1, which models decoupling, is able
to give better results in the case of heterophily when
compared to GCN. In the case of homophily, over-
smoothing works in favor of node label classification,
which is visible from the GCN results. In GNNDLD-
2, the addition of label distribution improves both ho-
mophily and heterophily graphs significantly. The
proposed model, GNNDLD, adds direction informa-
tion to the GNNDLD-2 variant, and it is evident that
there is a slight improvement in homophily graphs
and a significant improvement in heterophily graphs.
In GNNDLD-3, we remove the decoupling mecha-
nism and observe that it performs poorly in cases of
heterophily graphs due to oversmoothing. This indi-
cates that the directional label distribution is resilient
to oversmoothing.
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Table 3: Comparison of GNNDLD with baseline and SOTA models: mean test accuracy (%) and standard deviation. The best

results are highlighted in bold format and ”N/A” indicates results not reported in the paper.

Datasets / Models | Cora CiteSeer PubMed Chameleon | Squirrel Film
GCN 87.28+1.26 76.68+1.64 87.38+0.66 59.82+2.58 36.89+1.34 30.26+0.79
GAT 76.70 £0.42 | 67.20+0.46 | 83.28+0.12 | 63.9+0.46 42.72+0.33 | 35.98 +£0.23
GraphSAGE 86.58 £0.26 | 78.24+0.30 | 86.85+0.11 | 62.15+0.42 | 41.26+0.26 | 36.37 £0.21
GCNII 88.93+1.37 | 81.83+1.78 | 89.98+0.52 | 62.8 +2.87 3831+1.3 41.54 +0.99
FSGNN 87.73+£1.36 77.19£1.35 89.73+0.39 78.14£1.25 73.48+2.13 35.67+0.69
APPNP 79.41 £0.38 | 68.59+0.30 | 85.02+0.09 | 51.91 £0.56 | 34.77£0.34 | 38.86+0.24
H2GCN 87.52+0.61 | 79.97+0.69 | 87.78£0.28 | 52.30+0.48 | 30.39+1.22 | 38.85+1.17
FAGCN 88.85+1.36 | 82.37+1.46 | 89.98+£0.54 | 4947+284 | 4224+1.2 31.59 £1.37
MixHop 87.61+0.85 76.26+1.33 85.31+0.61 60.50+2.53 43.80+1.48 32.22+2.34
EGNN (best) 88.8+0.3 77.1+04 86.7+0.1 N/A N/A N/A
MagNet 79.8+2.5 67.5+1.8 N/A N/A N/A N/A
DAGNN 84.4+£0.5 733 £0.6 80.5+0.5 N/A N/A N/A
ACM (best) 89.75+1.16 | 8228+1.12 | 91.44+£0.59 | 76.08 +2.13 | 69.98 +1.53 | 41.86+1.48
GNNDLD 92.99 +0.9 86.3+1.24 91.95+0.19 79.78+1.66 77.72+0.84 75.69+0.78
Table 4: Ablation study on different components in GNNDLD. The best results are highlighted in bold format.
Datasets / Models | Cora CiteSeer PubMed Chameleon | Squirrel Film
GNNDLD-1 84.044 £1.35 | 73.6x1.59 88.35£0.43 | 69.67£2.17 56.66+8.24 | 32.89+0.67
GNNDLD-2 92.89+1.03 85.68+1.02 | 92.88+0.29 | 71.58+2.52 57.75%1.8 73.14+0.85
GNNDLD-3 92.13+1.06 85.38+1.06 | 91.88+0.28 | 78.53+1.94 | 76.29+ 1.0 | 73.71+0.63
GNNDLD 92.99 +0.9 86.3+1.24 91.95+0.19 | 79.78+1.66 | 77.72+0.84 | 75.69+0.78

== Cora wmmm s Film == Chameleon
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80

70
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Figure 2: Analysis of GNNDLD with an increase in the
number of layers (k) for two types of datasets, 1) Ho-
mophily - Cora 2) Heterophily- Film and Chameleon.

5.2.3 Oversmoothing

To explore the occurrence of oversmoothing, we run
an experiment with varying layers (k) in the model.
GNNDLD is compared for both heterophilous and
homophilous datasets as shown in Figure 2. For
heterophily, we use the Chameleon and Film datasets.
In the case of heterophily, we observe that GNNDLD
has a slightly lower performance from k=3 to k=10,
after which the performance is nearly constant. In
the case of the Film dataset, the performance peaks
at k=20. In the case of homophily, we consider
Cora and the performance is almost constant for
all k£ values. This analysis shows that the over-
smoothing issue that traditional GCN has is being
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addressed by GNNDLD. Due to oversmoothing,
the performance of GCN (Liu et al., 2020) in the
heterophily and homophily based datasets starts to
decline when £ is greater than 8 (Rusch et al., 2023).

6 CONCLUSION

We focused on utilizing intrinsic graph information
such as direction and label distribution around a node.
Such information is understudied, and we highlighted
that these simple concepts can boost the performance
of GNN greatly. We demonstrate how our model can
adapt to both homophily and heterophily graphs by
taking into account features from all of the model’s
layers with directional label distribution. Empirically,
this approach shows strong performance across both
heterophily and homophily datasets. In the future,
we would like to add some attention mechanisms that
might further improve the node representation in het-
erophily.
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APPENDIX

To conduct a detailed performance comparison
between GNNDLD and existing approaches, we
refer the Papers With Code website and extracted the
state-of-the-art (SOTA) results for all six datasets.
The following graphs are directly sourced from the
website, and the metric used for comparison in all the
graphs is mean test accuracy. Table 5 presents the
best existing approach till date for all the datasets with
their mean test accuracy values. Figure 3 to Figure 8
shows the mean test accuracy graphs for dataset Cora,
CiteSeer, PubMed, Chameleon, Squirrel, and Film,
respectively. In all the graphs x-axis represents the
SOTA approach sorted based on their publishing year
and y-axis represents their mean test accuracy (%).

Table 5: Datasets with their best performing approach and
their respective mean test accuracy values.

Dataset SOTA Approach Mean test
accuracy
(%)
Cora ACM-GCN+ (Bo | 91.17
etal., 2021)
CiteSeer FAGCN (Bo et al, | 83.48
2021)
PubMed ACM-Snowball-3 91.91
(Luan et al., 2022)
Chameleon | ACM-GCN+  (Luan | 78.21
et al., 2022)
Sqirrel ACMII-GCN++ 71.51
(Luan et al., 2022)
Film FavardGNN (Guo and | 43.05
Wei, 2023)
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Figure 5: Comparative Performance of Node Classification Methods on the PubMed Dataset.
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Figure 6: Comparative Performance of Node Classification Methods on the Chameleon Dataset.
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Figure 7: Comparative Performance of Node Classification Methods on the Squirrel Dataset.
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Figure 8: Comparative Performance of Node Classification Methods on the Film Dataset.

176



