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Abstract: We are developing a service platform to achieve use cases such as finding people in trouble and sharing them 
with AR applications to ask for help from the people around them, finding information about a sale at a store 
and sharing it with a map service, or alerting the police when a crime occurs, as well as quickly alerting the 
people around them. Our system detects "objects" and "events" in the real world using edge devices that can 
share the detected information in cyberspace so that the users can remotely obtain real-world information 
from distant locations. We believe our system can make life more safe and convenient. In this paper, we report 
on the findings from our experiments on searching for lost dogs by mapping object recognition results, on 
mapping bird habitat areas by environmental sound recognition results, and on mapping public facility 
announcement voices by speech recognition results. 

1 INTRODUCTION 

1.1 Research Background 

Maps have been used as a means of sharing 
information that exists in the real world. 
Conventional maps are symbolic descriptions of 
information that exists in the real world, as deemed 
necessary by the author, and the update rate of this 
information is slow. For example, the Geospatial 
Information Authority of Japan's Ministry of Land, 
Infrastructure, Transport, and Tourism updates its 
"Fundamental Geospatial Data" four times a year 
(Geospatial Information Authority of Japan, 2022.), 
which is the basis for all electronic maps in Japan. In 
other words, conventional maps are suitable for 
sharing information that does not move or change in 
a short period, such as roads and buildings, but not for 
sharing information that moves and changes in real 
time. 

Recently, some services share the latest 
information by recognizing images of printed maps 
with an edge device such as an iPad and displaying 
information about the location in AR. For example, 
Figure 1 was the AR system that used at an exhibition 
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of MANGA. When an iPad is held over a printed map, 
the AR system displays information according to the 
map location. However, this information also needs 
to be updated manually. On the other hand, 
smartphones provide services to watch over children 
by displaying the user's location on a map and to 
facilitate merging in congested areas. This is a service 
that shares the location information of users. 
However, these services are limited to sharing 
information among users who own specific devices 
such as smartphones and have permission to share 
information. 

 
Figure 1: Jojo's Bizarre Adventure AR MAP  
(Sendai Keizai. 2012.). 
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1.2 Research Objectives 

Therefore, we are working on the construction of a 
platform that recognizes and stores all kinds of 
information that exists in the real world and shares it 
with others. We believe our system can make life 
more safe and convenient. We had evaluated a 
prototype system in which edge devices evaluate and 
share the safety of a location so that others can 
recognize safe areas, and the system displays safe 
routes in AR on HMDs and other devices to enable 
safe travel (Hara and Saito, 2023.).  

Then, we are developing a system that detects 
"objects" and "events" in the real world using edge 
devices that can share the detected information 
among them in the cyberspace so that the users can 
remotely obtain real world information from distant 
locations. We aim for the system can be the 
foundation for creating Society 5.0, the digital twin of 
the real world, as proposed by the Japanese Cabinet 
Office (Cabinet Office of Japan, 2022)  Sharing 
information on objects and events in the real world 
can contribute to solving various social problems, 
such as urban planning to prevent crimes, support 
services to maintain social distance in infectious 
disease environments such as COVID-19, detecting 
people in trouble and automatically asking for help 
from people around them, support services to protect 
wild animals, and services to find lost dogs. 

In this paper, we report on the findings and 
problems encountered in developing the prototype 
system that detects "objects" and "events" in the real 
world using edge devices that can share the detected 
information among them in cyberspace.  

2 RELATED WORKS 

Methods for detecting and sharing information about 
"objects" and "events" that exist in the real world have 
been widely proposed, and some of them are already 
available as services. 

2.1 Detection of "Objects" and 
"Events" in the Real World 

Many machine-learning-based object detection 
methods have been proposed for detecting "objects" 
in the real world. A representative algorithm is the 
real-time object detection algorithm YOLO (Redmon 
et al, 2016). It has already been used in services such 
as analysis of customers visiting a store and traffic 
volume surveys. Environmental sound recognition is 
also important for detecting "events" occurring in the 

real world. Environmental sound recognition is a 
technique for detecting and recognizing a wide 
variety of sounds that occur in our surroundings, such 
as human speech, dog barking, and alarm sounds, and 
many methods have been proposed (Karol, 
2015)(Tokozume and Harada, 2017)(Qiuqiang et al, 
2020). By analyzing environmental sounds, it is 
possible to detect events occurring in the real world. 

Many methods have also been proposed to detect 
"events" occurring in the real world by analyzing 
social networking posts (Ling and Abhishek, 
2009)(Ryong and Kazutoshi, 2010)(Sakaki et al, 
2010). These methods extract information about 
events such as artists' live performances, earthquakes, 
and traffic jams, as well as the locations where these 
events occurred. Walther et al. proposed a method to 
detect event information by detecting a spike in the 
number of posts with location information by region 
(Walther and Kaisser, 2013). Kim et al. propose a 
method to analyze real-time geotagged posts on social 
media and estimate the level of danger in an area in 
real time (Kim et al, 2014).  

2.2 Sharing of "Objects" and "Events" 
in the Real World 

As a mechanism for sharing detected “events” and 
"events", Mobileye's Road Experience Management 
(REM), a system that automatically creates maps for 
automated driving, can be used as a reference 
(Mobileye, 2023). REM automatically collects road 
data with sensors (cameras, LiDAR, GNSS, etc.) 
mounted on vehicles and uploads it to a cloud server, 
where the system identifies and removes moving 
objects such as vehicles, people, and bicycles to 
automatically create/update maps for automated 
driving. The smartphone application "FixMyStreet 
Japan" is a service for sharing local problems such as 
damaged roads, graffiti, broken streetlights, illegal 
dumping, etc. Users take pictures using their 
smartphones and share them, and the administration 
responds (FixMyStreet Japan, 2023). The "Yahoo! 
Weather Forecast" aggregates the weather 
information posted by users and displays it as the 
current weather(Yahoo Weather Forecast, 2023). The 
disaster map of the "Yahoo! Disaster Prevention 
App" allows users to post and share information about 
each other's situation in the event of a disaster (Yahoo 
Disaster Prevention, 2023). In smartphones, functions 
for sharing users' location information are 
implemented at the OS level and also provided as a 
service through applications. Apple's iOS has a 
function for sharing users' location information, 
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allowing users to notify their location information to 
friends, family, etc. (Apple, 2023). 

Apps such as LINE HERE and Life360 have a 
function that displays the location of members 
participating in a group on a map and notifies them 
when a member reaches a specific area. For example, 
a notification is automatically sent when a child 
arrives at school and can be used as a watch-over 
application (LINE HERE, 2023)(Life360, 2023). 
Glympse is a service that provides a URL where users 
can check their location. Anyone can access that URL 
to get the user's location information. This facilitates 
meeting up in crowded places (Glympse, 2023). 
Sukru et al. propose a mobile app for the social 
distancing of people in a COVID-19 environment. It 
allows each user to manually register their health 
status and then share their current location on the 
network in real-time, predicting the walking paths of 
other users and alerting them with sound and 
vibration to the possibility of approaching users with 
poor health status (Sukru et al, 2021). Maria et al. 
proposed a method that uses BLE beacons to detect 
and share a user's location and provide a route to 
reach a destination without passing other people 
indoors (Maria et al, 2020). Yizhou et al. conducted a 
safe route search simulation experiment on an actual 
congestion dataset for each Paris train station based 
on another research result that "higher congestion 
leads to higher crime rate" and confirmed the 
effectiveness of the method (Yizhou et al, 2019.). 

The freshness, spatial resolution, and accuracy of 
the detected "objects" and "events" are important for 
sharing information with others. Ideally, "objects" 
and "events" in the real world should be 
detected/shared in real-time and evaluated by an 
impartial third party with a spatial resolution of about 
3.5 m, which is hard to reach the other party but 
allows for easy conversation. However, services that 
share "objects" detected by edge devices in real-time 
have not yet been offered as a service for general 
consumers, although progress has been made in the 
aforementioned automated driving. In addition, the 
aforementioned research and services for detecting 
"events" are based on the analysis of users' postings, 
which lack real-time performance, cannot guarantee 
reliability, and do not have sufficient spatial 
resolution. 

Today, everyone carries a smartphone and shares 
information about "objects" and “events” in the real 
world via social networking services. Shortly, we 
believe it will be commonplace to wear wearable 
computers like Google Glass or to have single-board 
computers like NVIDIA's Jetson installed throughout 
the city. We want to realize a future in which these 

edge devices detect and automatically share "objects" 
and “events” in the real world on behalf of people. 
For example, we would like to provide a service that 
automatically displays this information on a map or 
HMD when an edge device detects someone who is 
lost and in trouble, or when it finds information about 
a discount at a store. Although there are concerns 
about privacy violations, this system could be applied 
to prevent users from approaching crime scenes or 
people who look dangerous, to help users maintain a 
safe distance in infectious disease environments such 
as COVID-19, to support wildlife protection by 
sharing the type and location of detected animals, or 
to even locating lost dogs in the neighborhood. We 
believe that by developing this system, we can 
contribute to solving a variety of social issues. To 
achieve the future shown in Figure 2, we are 
conducting research, development, and social 
implementation of information-sharing systems for 
"objects" and "events" in the real world. 

 
Figure 2: Use Cases Realized by this Research. 

3 REAL WORLD INFORMATION 
DETECTING AND SHARING 
SYSTEM USING EDGE 
DEVICES 

3.1 System Overview 

To achieve the future scenario shown in Figure 2, we 
develop a system in which edge devices detect and 
classify "objects" and " events" and share this 
information with other edge devices. We have studied 
the system configuration to achieve these future 
scenarios. Figure 3 shows the system overview. The 
edge device detects and classifies objects captured by 
the camera, records sound of the scene, and uploads 
the information together with position coordinates 
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(latitude, longitude, and altitude) obtained from 
GNSS to the information sharing server.  

The information sharing server stores information 
uploaded from edge devices and performs sound 
recognition and classification. 

The Web server retrieves information on detected 
objects and events from the information sharing 
server and maps them on a Google Map. Then, the 
user can know "Where objects are" and "What is 
going on?" in real time via a web browser. 

 
Figure 3: System Overview. 

As shown in Figure 4, we implemented a 
prototyping application on an iPhone 13 Pro Max 
using Unity. The system uses Tiny YOLO v4 to 
detect and classify objects in the image captured by 
the camera, gets the distance to the object using 
LiDAR, and records audio on the spot using 
directional microphones. Next, the system gets the 
device's position coordinates (latitude, longitude, and 
altitude) from the GNSS, the azimuth angles the 
device is facing from the magnetic compass, and the 
device's attitude (Yaw, Pitch, and Roll) from the gyro 
sensor. The system then calculates the position 
coordinates (latitude, longitude, and altitude) of the 
detected object based on the device's position 
coordinates, azimuth angle, orientation, and distance, 
and uploads the detected object information (position 
coordinates, classification, object image, and sound) 
to the sharing server.  

 
Figure 4: Prototype application. 

3.2 Prototype System Experimental 
Results 

To verify whether our prototype system can achieve 
the future scenario described at the end of Chapter 2, 
we conducted two experiments. 

3.2.1 Lost Dog Finding Experiment (Object 
Detection Experiment) 

Following the use case described in Chapter 2, we 
experimented to verify whether our system can find 
and track a lost dog. In this scenario, a person 
searches for a dog that has run away. First, assuming 
a dog ran away, person A took the dog out for a walk 
without telling the dog's owner B where they were 
going. Person A, who also had the role of collecting 
information with an edge device, walked around the 
neighborhood with a smartphone which installed a 
prototype application. The prototype application 
uploaded the detected and classified object 
information (position coordinates, classification 
information, object image, sound, and time) to an 
information sharing server. Figure 5 shows a screen 
capture of the application. Figure 5-(1) shows the 
bounding box of detected objects, and Figure 5-(2) 
shows the detected objects mapped on the map. 
Assuming that 10 minutes after A takes his dog out, 
the dog's owner B notices that the dog is missing, and 
checks the information shared by the system on 
Google Map to look for the dog. As shown in Figure 
6, The system displays the objects detected by A's 
edge device as icons on the Google Map. Since only 
A has an edge device, the detected object icons are 
displayed along A's path of movement. In this 
experiment, we used the MS-COCO dataset, which is 
capable of recognizing about 80 types of objects, and 
about 80 types of icons to be displayed on Google 
Map. When a user clicks on the icon, detailed 
information including an image is displayed. The 
owner of the escaped dog, B, clicks on the dog icon 
to confirm whether the image is of his dog or not. The 
system updates the dog's location in real time because 
A's edge device keeps detecting the dog that is with 
him. As a result, the dog's owner B was able to find 
the dog by tracking the dog's path. Since the dog and 
the edge device are together in this experiment, it is 
not surprising that the dog can be found. However, we 
believe that if enough people have the edge device, 
they will be able to find the dog in the same way if 
the dog runs away. 
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Figure 5: Prototype Application Screen Capture. 

 
Figure 6: the detected object information can be accessed 
from a web browser. 

3.2.2 Bird Detection and Public Facility 
Announcements Detection Experiment 
(Sound Detection Experiment) 

Using a bird habitat survey as a use case, we set up a 
scenario to investigate how many sparrows were in 
the neighborhood. YOLO v4 can recognize birds, but 
it cannot recognize the species sparrow. We 
considered using a model trained on sparrows, but as 
shown in Figure 7, sparrows are too small for 
smartphone to be processed by image recognition. 

 
Figure 7: Sparrows are too small for smartphone to image 
detect. 

Therefore, we decided to recognize sparrow singings, 
We used the BirdVox learning model (BirdVox,  
2023), which can detect 14 types of bird singings 
including sparrows. Our system plot a bird icon at the 
location where a sparrow singing is detected. First, 
we tested using a pre-recorded video of sparrows 

singing (pre-recorded sparrow singings,   2023) and 
conducted a recognition experiment in a quiet indoor 
environment. In this case,  YOLO v4 recognized the 
sparrows on the screen as birds, and BirdVox also 
recognized the singing as sparrows and displayed 
their locations as bird icons on GoogleMap (Figure 
8). However, our system could hardly recognize 
sparrows in an outdoor environment (The recognition 
rate was around 2%). As we discussed, the sparrows 
were too small for YOLO v4 to recognize  and that 
singing recognition failed in the outdoor environment 
because of the numerous many overlapping sounds 
and noises mixed in, such as the sound of wind or 
cars. 

 
Figure 8: Bird Detection Experiment result (Indoor). 

We also set up a scenario to recognize public 
facility announcements and reflect them in the 
GoogleMap. We use Google Cloud Speech-to-Text 
(Google Speech to Text,  2023.) to catch public 
facility announcements. The speech recognition was 
also successful when we played a pre-recorded Shin-
yokohama station Shinkansen train announcement 
speech (pre-recorded Shinkansen announce, 2023) in 
a quiet environment (Figure 9).  

 
Figure 9: Public Announcements Experiment result 
(Indoor). 

However, our system also could not recognize the 
actual Shinkansen station announcements. We also 
believe announcement recognition failed in the 
outdoor environment because of the numerous noises 
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mixed. In particular, in train stations, there are many 
overlapping sounds, such as departure melody and 
multiple announcements being made at the same 
time, as well as mechanical noise from stopped trains, 
making environmental sound recognition very 
difficult. 

4 DISCUSSION, AND FUTURE 
WORKS 

We have developed a prototype system that can detect 
"objects" and "events" in the real world and share the 
information using a smartphone as an edge device. 
Through experiments, we confirmed that our system 
is capable of detecting "objects" using image 
recognition and sharing the detected "object" 
information.  

We need to improve object detection accuracy by 
expanding the dataset or refining the classification 
algorithm. Our system use YOLO and  the MS-
COCO dataset. Unfortunately, YOLO's recognition 
accuracy and MS-COCO's classification class were 
not sufficient for real-world "object" detection. For 
example, a small white warehouse (cleaning supplies 
and other items inside) in the park was sometimes 
misrecognized as a refrigerator.  

As a next step we would like to try refining the 
object detection algorithm. For example, Karmouni et 
al.  and Yamni et al. propose a 3D discrete orthogonal 
invariant moments for image classification 
(Karmouni et al, 2021)(Yamni et al,2019)(Yamni et 
al, 2021). We also would like to try object recognition 
that takes into account the location where the object 
exists. We believe that we can improve recognition 
accuracy from the context of location. For example, 
the common knowledge that "there are usually no 
refrigerators in parks" is useful for object recognition. 

We also need to enhance outdoor sound 
recognition through advanced noise reduction or 
sound source separation. Sound recognition works 
well in a quiet indoor environment, but it currently 
does not work well in noisy outdoor environments. 
We believe that the reason for this is that the outdoor 
sound contains many overlapping sounds and noises. 
We believe that noise reduction and sound source 
separation must be performed with high accuracy to 
ensure stable environmental sound recognition in 
outdoor environments. We would like to try noise 
reduction by using high-performance directional 
microphones or microphone arrays, as well as more 
accurate speech recognition or sound source 
separation methods in the future. 

Our experiments show that multimodal analysis 
with image and sound recognition can explain what is 
happening in the real world. For example, as shown 
in Figure A, we can obtain the information that 
"sparrow is singing" and "bird is on the screen". We 
will implement a function to explain what is 
happening in the real world by inputting this 
information into a Large Language Model (LLM) 
such as ChatGPT. This would allow, for example, the 
automatic generation of an explanation such as "I hear 
a sparrow singing from the smartphone" (Figure 10). 

 
Figure 10: LLM what is happening in the real world. 

We also have the issue of the GNSS accuracy. We 
experimented in a park with no obstacles in the sky, 
but the GNSS accuracy was at best about 5 m 
horizontally and 3 m vertically, with errors of 30 m or 
more in some situations. Therefore, we want to try a 
method to estimate self-position by measuring the 3D 
geometry of the real world. For example, position 
estimation can be performed by matching point cloud 
data obtained by LiDAR sensors installed in recent 
smartphones, and something similar has already been 
implemented in automatic driving. For this purpose, 
it is necessary to convert the entire real world into 
point cloud data. However, point cloud data in cities 
and buildings are available through the PLATEAU 
project (Ministry of Land, Infrastructure, Transport 
and Tourism Japan, 2023) promoted by Japan's 
Ministry of Land, Infrastructure, Transport, and 
Tourism, and we would like to consider improving 
the accuracy of self-position estimation using this 
method in the future.  

Our application uses a UI that uploads 
information to the cloud server only when the user 
taps a detected object. This is because the application 
does not implement a mechanism to check whether 
the detected object is already registered in the DB, 
and relies on a human to make that judgment. In the 
next step, we will automate the user interface from 
detection to cloud uploading for a smoother user 
experience.  

In addition, this prototype only recorded the 
surrounding sound at the time of object detection, but 
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we would like to detect and classify sounds and 
register information triggered by sounds in the future. 

Our final target system configuration is shown in 
Figure 11. This system performs real-time object 
detection and classification on the edge device side 
and transmits the results to the cloud side for further 
classification and individual identification. This 
allows the implementation of services without 
overloading the communication path and the cloud 
side. We also believe that by making this architecture 
publicly available and allowing each user to connect 
to his or her classifier, it will be possible to automate 
the creation of so-called "My Maps," mapping objects 
of interest to him or her, finally enabling the 
construction and real time updating of a digital twin 
for the entire world. 

 
Figure 11: Our final target system overview. 
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