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Abstract: Event cameras are emerging visual sensors inspired by biological systems. They capture intensity changes asynchronously with a temporal precision of up to μs, in contrast to traditional frame imaging techniques running at a fixed frequency of tens of Hz. However, effectively utilizing the data generated by these sensors requires the development of new algorithms and processing.

In light of event cameras’ significant advantages in capturing high-speed motion, researchers have turned their attention to event-based motion segmentation. Building upon (Mitrokhin et al., 2019) framework, we propose leveraging semantic segmentation enable the end-to-end network not only to segment moving objects from background motion, but also to achieve semantic segmentation of distinct moving objects. Remarkably, these capabilities are achieved while maintaining the network’s low parameter count of 2.5M. To validate the effectiveness of our approach, we conduct experiments using the EVIMO dataset and the new and more challenging EVIMO2 dataset (Burner et al., 2022). The results demonstrate improvements attained by our method, showcasing its potential in event-based multi-objects motion segmentation.

1 INTRODUCTION

Motion segmentation plays a vital role in enabling autonomous robots to navigate dynamic scenes. However, this has always been a challenging problem due to the presence of dual motion originating from both the camera and moving objects.

Traditional imaging cameras often struggle in dynamic scenarios with moving objects due to motion blur and low-light conditions. Inspired by the spiking nature of biological visual pathways, neuromorphic engineers have developed a sensor called event camera, or Dynamic Vision Sensor (DVS) (Lichtsteiner et al., 2008). Unlike conventional image frames, the DVS captures asynchronous temporal changes in the scene as a stream of events. When a change in log light intensity is detected in a pixel, the camera immediately returns an event, \( e = \{ x, y, t, p \} \), consisting of the position of the pixel \( (x, y) \), timestamp of the change \( t \), accurate to microseconds, and the polarity of the change \( p \), corresponding to whether the pixel became brighter or darker.

Event cameras provide benefits in terms of temporal resolution, low latency, and low-bandwidth signals. However, due to the unconventional output and underlying principles of operation, algorithms designed for traditional cameras cannot be directly applicable. To fully harness the potential of event cameras, novel algorithms are required. A recent survey...
(Gallego et al., 2022) offers a overview of event cameras, algorithms, and their applications.

Our work focuses on the motion segmentation estimation by leveraging the exceptional temporal resolution and high dynamic range of event cameras. We deal with dynamic scenes observed by moving event cameras, and containing Independently Moving Objects (IMOs). This scenario poses greater difficulties than with static cameras, as events are influenced not only by moving objects but also by the background.

To address this problem, we build upon the neural network framework proposed by (Mitrokhin et al., 2019), which estimates 3D motion field using event data. Expanding on this architecture, we introduce the task of supervised semantic segmentation to the network. By doing so, we empower the network to effectively segment IMOs in dynamic scenes captured by event cameras. Fig. 1 displays visual results, providing a sample of the output from our work.

Our contributions can be summarized as follows:

- A neural network inferring camera and object motion, and semantic segmentation, from event data.
- A comprehensive evaluation, qualitative and quantitative, conducted on available datasets, showing better performance compared to competing baseline methods.
- Introducing more complete metrics to assess performance in event-based IMOs segmentation and detection.

The rest of the paper is organized as follows: Sec. 2 discusses the related works on event-based motion segmentation and semantic segmentation problems. Sec. 3 provides a detailed presentation of our network, followed by a comprehensive evaluation on different datasets in Sec. 4. Finally, the study is summarized in Sec. 5.

2 RELATED WORK

2.1 Event-Based Motion Segmentation

Motion segmentation for a static event-based camera is relatively straightforward since events in this scenario are exclusively caused by moving objects (assuming no changes in illumination) (Litzenberger et al., 2006). For example, (Piatkowska et al., 2012) apply Gaussian mixture models to detect, describe and track objects in the case of static event cameras.

More challenges arise when dealing with a moving camera, as events are triggered across the entire image plane, originating from both moving objects and the apparent motion of the static scene induced by the camera’s ego motion. In early works on event-based motion segmentation, it was necessary to have prior knowledge about the shape of IMOs: (Glover and Bartolozzi, 2016) detect and track circular objects (such as a ball) in the presence of clutter caused by camera ego-motion by extending the Hough-based circle detection algorithm using optical flow information from the spatio-temporal event space. Alternatively, prior knowledge about the correlation between tracked geometric primitives and the motion of the event camera was also used, e.g. (Vasco et al., 2017) detect and track corners in the event stream and learn the statistics of their motion as a function of the robot’s joint velocities when no IMOs are present.

In more recent works, such prior knowledge is no longer necessary. There are some model-based methods like (Stoffregen and Kleeman, 2018), that works by collecting events up to a threshold and applying focus maximisation with a 2-Degree of Freedom (DoF) optic flow motion model. The events belonging to the dominant motion (e.g., background) were then removed to analyze the remaining events in a greedy manner with the same process. (Mitrokhin et al., 2018) use a similar scheme, whereby focus optimisation with a 4-DoF motion model is applied to a set of events to find the dominant motion, which is assumed to be the camera ego-motion. However it fails to achieve accurate segmentation in densely textured environments or in the presence of overlapping moving objects. (Stoffregen et al., 2019) improve on these results, which uses focus optimisation on multiple motion models together with a probabilistic model. The motion parameters and the event probabilities are then updated in a combined optimisation in an Expectation Maximisation (EM) approach. (Parameshwara et al., 2021) present a model based approach similar to (Stoffregen et al., 2019), apply a global motion-compensation, resulting in a sharp background and blurry object boundaries. They then apply motion tracking to the residual events and use K-means clustering to group the resulting tracklets (K is set to a large value), the clusters are then merged using a contrast and distance function. Recently, (Zhou et al., 2023) propose to cast the motion segmentation problem as an energy minimization one involving the fitting of multiple motion models. They jointly solve two sub-problems, namely event cluster assignment (labeling) and motion model fitting, in an iterative manner by exploiting the structure of the input event data in the form of a spatio-temporal graph.

More related to our approach are the machine learning-based methods. (Mitrokhin et al., 2020) use a Graph Convolutional Neural Network (GCNN) architecture in which the nodes are the events.
(Mitrokhin et al., 2019) propose a pipeline that incorporates a depth prediction and a pose prediction networks to estimate depth, per-pixel pose, and motion segmentation mask in supervised mode. The outputs are used to generate the optical flow, associated with a two-stage loss to evaluate the warping quality.

2.2 Event-Based Semantic Segmentation

Semantic segmentation is a visual recognition task that involves assigning a semantic label to each pixel in an image. Deep learning addresses this problem with state-of-the-art solutions predominantly relying on encoder-decoder CNN architectures using RGB images, such as (He et al., 2016), (Chollet, 2017), (Chen et al., 2018).

The pioneering work in event-based semantic segmentation was (Alonso and Murillo, 2019), with an Xception-type network (Chollet, 2017).

Novel sensors like event cameras often face a common challenge of limited labeled datasets for semantic segmentation. To address this issue, several approaches try to leverage labeled conventional images to train networks for event cameras. This transfer from a labeled source domain (images) to an unlabeled target domain (events) is generally defined as Unsupervised Domain Adaption (UDA). In this context, (Sun et al., 2022) explores the utilization of UDA for event-based semantic segmentation.

Current motion segmentation methods can detect and segment moving objects but lack semantic information. We believe that semantic information is valuable for motion segmentation, as it not only includes class labels but also relates to the dynamics and expected motion of objects. Moreover, both motion and semantic segmentation tasks can be achieved through encoder-decoder network. Therefore, in this work, we propose a multi-task network that estimate jointly motion and semantic segmentation, and demonstrating that these two tasks can mutually benefit each other.

3 PROPOSED ARCHITECTURE

3.1 Event Representation

The raw data of the Dynamic Vision Sensor (DVS) consists of a continuous stream of events, the representation of the event stream is the form of a sparse three-dimensional point cloud. For this unconventional data, various representation methods currently exist: event frame or 2D histogram, time surface, voxel grid, 3D point set, etc (Gallego et al., 2022).

![Figure 2: Example of the event slice represented in RGB mapping with a scene from EVIMO dataset. The R and B color channels represent the positive and negative event counts and the G color channel represents the aggregation of timestamps within the δt. Best viewed in color.](image)

To enhance the efficiency of our convolutional neural network and maximize the utilization of the event stream, we aim to represent it in a 2D form and partition it into continuous time slices of size δt (25ms in our network). The event information within each time slice is projected onto a generated frame referred to as event slices, akin to the approach in (Mitrokhin et al., 2018) and (Mitrokhin et al., 2019). An example of such event slice can be seen in Fig. 2. This frame-like representation encompasses three channel mappings: one is the aggregation of timestamps within the δt time slice, while the other two correspond to the count of positive and negative events.

3.2 Overview of the Architecture

Our pipeline, Fig. 3, inherits from (Mitrokhin et al., 2019) principle. It comprises a depth prediction network and a semantic-aided motion segmentation network, both designed as low-parameter encoder-decoder networks (Ronneberger et al., 2015). The depth prediction network is similar to that in (Mitrokhin et al., 2019) and is summarized in Sec. 3.3. Proposed semantic and motion segmentation network shares a common encoder and split into two decoding branches, for simultaneous semantic segmentation and motion segmentation. This way we introduce a lightweight semantic-aided motion segmentation network, which is detailed in Sec. 3.4.

Both networks are based on CascadeLayer and InvertedCascadeLayer, introduced in (Ye et al., 2018) and shown in Fig. 4. These two blocks aims to fuse multi-level features through concatenation operations. In our network, the output dimension of the CascadeLayer is half of the input, while the output dimension of the InvertedCascadeLayer is twice that of the input. Channel numbers of the features are controlled by the growth rate hyper-parameter. This con-
Figure 3: Network architecture for our depth and semantic-aided motion segmentation model. Top: the Depth Prediction Network uses an encoder-decoder architecture and is trained in supervised mode to estimate multi-scale depths. Bottom: the Semantic-aided Motion Segmentation Network and 3D Motion Model share the encoder and then branch out to predict 3D motion vector, multi-scale motion masks, and semantic segmentation. During training, the outputs (depth, 3D motion vector, motion mask) are combined to generate the optical flow and then to inversely warp the inputs and back-propagate the error. The final result is a motion mask with semantic labels. The number of channels before and after each CascadeLayer corresponds to C and C+gr in Fig. 4, and the InvertedCascadeLayer corresponds to C and C-gr.

Figure 4: Design of the CascadeLayer and InvertedCascadeLayer.
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3.3 Depth Prediction Network

The depth prediction network estimates scaled inverse depth from a single event slice (representation outlined in Sec. 3.1). As in (Mitrokhin et al., 2019), the network is supervised by ground-truth depth image, and its output is used as depth information in the subsequent process of calculating optical flow.

During the decoding phase, different levels of features are predicted, a bi-linear interpolation is applied to up-sample and refine the depth map, and introduce residuals to integrate different levels of features into the backbone prediction. For each level of predicted depth $\text{pred}$, the corresponding ground truth $\text{gt}$ is generated through average pooling for supervision, with penalties applied to their deviations as follows, while also applying a smoothness constraint to the second-order gradient of depth prediction:

$$L_{\text{depth}} = \max \left( \frac{\text{gt}}{\text{pred}}, \frac{\text{pred}}{\text{gt}} \right) + \left| \frac{\text{pred} - \text{gt}}{\text{gt}} \right| + \| \Delta \text{pred} \|_1$$

(1)

3.4 Semantic-Aided Motion Segmentation Network

Semantic-aided Motion Segmentation Network shares an encoder and has a motion module and two decoders for motion segmentation and semantic segmentation tasks. The outputs’ contributions to loss functions for training are shown in Fig. 3.

3.4.1 Motion Segmentation Task

The Semantic-aided Motion Segmentation Network takes 5 consecutive event slices as input, so that it can explain the motion from the original input event data. Similar to (Mitrokhin et al., 2019), after an encoder composed of CascadeLayer (see Fig. 4), and under the assumption that both camera and objects are rigid motions, Semantic-aided Motion Segmentation Network
uses the 3D motion model to estimate pixel-wise 3D motion (including camera ego-motion and object motion) from continuous event slices.

In the decoding phase, multi-scale prediction and residual fusion are performed under the supervision of ground truth, and finally the pixel-wise motion mask weight is predicted for the background and moving objects. This weight is weighted to the camera ego-motion and object 3D motion to obtain the final pixel-wise 3D motion vector denoted as \( p \) which is the candidate velocities of objects relative to the camera. As shown in the middle of Fig. 3.

Then, utilizing the Image Jacobian (Hutchinson et al., 1996) which relates image-plane velocity of a point to the relative velocity of the point with respect to the camera, we leverage the predicted 3D motion vector to predict the motion field, thereby effectively compensating for motion:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y}
\end{bmatrix} = J_{\text{img}} \begin{bmatrix}
xy & -1 & x \\
0 & 1 & y
\end{bmatrix} \begin{bmatrix}
v \\
\omega\end{bmatrix}
\]

where \( p = (v, \omega)^T \) is 3D motion vector with a translational velocity \( v = (v_x, v_y, v_z)^T \) and a rotational velocity \( \omega = (\omega_x, \omega_y, \omega_z)^T \). \( J_{\text{img}} \) denotes the 2x6 Image Jacobian matrix. \( \mathbf{z} = (x, y)^T \) is the point image coordinates and its velocity \( \mathbf{z} \).

Thus, for each pixel, there is a linear relation between the optical flow and the 3D motion vector.

In the training process, we calculate the optical flow (Eq. 2) in order to inversely warp events to compensate for the motion, as shown in the right of Fig. 3. This optical flow, along with depth (output of the Depth Prediction Network), is then utilized to calculate the warp loss (Sec. 3.4.3), which is employed for training optimization through back-propagation.

### 3.4.2 Semantic Segmentation Task

In the previous section, we compute motion compensation to achieve the background and moving object segmentation (background and foreground). However, the segmentation between moving objects is also crucial in the field of autonomous robots, and this can be aided by semantic segmentation.

Currently, for traditional cameras, most of state-of-the-art on semantic segmentation solutions based on deep learning are based on different variants of the encoder-decoder CNN architecture (Ronneberger et al., 2015) (Chen et al., 2018). Similarly, for event-based cameras, they also adhere to an encoder-decoder framework (Alonso and Murillo, 2019). To minimize network parameters and complexity, we propose a method that shares the encoder with the motion mask prediction task, while introducing an auxiliary decoder for semantic segmentation task.

Within this network, this decoder also is built upon the lightweight and trainable InvertedCascadeLayer (refer to Fig. 4) for multi-scale per-pixel classification. Additionally, our architecture employs skip connections (Ronneberger et al., 2015) to integrate shallow-level features, aiding in optimizing the deep structure and mitigating gradient vanishing issues. As shown below in Fig. 3.

Semantic-aided Motion Segmentation Network outputs are as follows. The output of the motion segmentation task is the pixel-wise motion mask weight. To get the binary motion mask, we apply a threshold to these weights. In the semantic segmentation task, we generate a mask containing the labels for each pixel. However, to reduce noise effects, we apply a median filter to the semantic mask before combining the outputs of these two tasks. Values of these filters are given in Sec. 4.2. The final network output is a semantically labeled motion mask, which is the intersection of the outputs from the two tasks.

### 3.4.3 Loss Functions

Here we describe the loss function used in Semantic-aided Motion Segmentation Network. Similarly to the Depth Prediction Network (Sec. 3.3), the output of our network is multi-scale. The loss functions described in this section are also computed at different scales and use residual structures to integrate features at different levels into backbone predictions. They are weighted by the number of pixels.

**Warp Loss:** From estimated optical flow, we perform an inverse warp of 4 adjacent event slices onto the central event slice. The warp loss is defined by the absolute difference in event counts after warping:

\[
L_{\text{warp}} = \sum_{-2 \leq n \leq 2, n \neq 0} |I_n^{\text{warped}} - I_0|
\]

(3)

where \( I_n^{\text{warped}} \) and \( I_0 \) denote the warped adjacent event slices and the central event slice respectively.

**Mask Loss:** We apply a binary cross-entropy loss to constrain that our model applies the ego motion in the background region, while also applying a smoothing loss on their first-order gradients:

\[
L_{\text{mask}} = -\sum \log(mask_{bg}^k) + ||\nabla mask||_1
\]

(4)

where \( mask_{bg}^k \) are the motion mask weights for \( k \)th pixel and this pixel is the background.
Semantic Loss: With supervision form ground-truth labels at every scale, we employ the common softmax cross-entropy loss function to compute the cumulative pixel-wise loss:

\[ L_{\text{semantic}} = -\frac{1}{N} \sum_{j=1}^{N} \sum_{c=1}^{C} y_{c,j} \log(\hat{y}_{c,j}) \]

where \( N \) is the number of labeled pixels and \( C \) is the number of classes. \( y_{c,j} \) is a binary indicator of pixel \( j \) belonging to class \( c \) (ground truth). \( \hat{y}_{c,j} \) is the network predicted probability of pixel \( j \) belonging to class \( c \).

In order to solve the problem of uneven number of category samples (generally speaking, the number of pixels in the background class far exceeds those in a specific moving object class), we add weights to each category in the cross-entropy loss:

\[ w_c = \frac{\max(n_1,n_2,\ldots,n_C)}{n_c} \]

where \( w_c \) is the weight to \( c^{th} \) class, and \( n_c \) is the number pixels belonging to \( c^{th} \) class. This way, larger weights are assigned to classes with fewer pixel counts.

Total Loss: Finally, we aggregate the above loss functions through weighted summation to obtain our total loss (weights are defined by \( \lambda \)):

\[ L_{\text{total}} = \lambda_1 L_{\text{depth}} + \lambda_2 L_{\text{warp}} + \lambda_3 L_{\text{mask}} + \lambda_4 L_{\text{semantic}} \]

The Semantic-aided Motion Segmentation Network predicts both motion masks and semantic labels, which we take the intersection to obtain the final mask of different motion objects.

4 EVALUATION

4.1 Setup and Training

We conducted experiments using the two networks explained in Sec. 3, along with the applicable datasets introduced in Sec. 4.2. We trained our networks from scratch using the following configuration: Adam optimizer with \( \beta_1 = 0.9 \), \( \beta_2 = 0.999 \); initial learning rate of 0.01 with a cosine annealing learning rate schedule. We trained for 50 epochs with a batch size of 32, applying data augmentation steps during training, including random zoom scales and crops as well as horizontal flips. We set growth rate (see Sec. 3.2) to 32 for the Depth Prediction Network and 16 for the Semantic-aided Motion Segmentation Network, and use the batch normalization. For the weights in Eq. 7, we set \( \lambda_1 = \lambda_2 = \lambda_3 = \lambda_4 = 1 \). Our baseline architecture consists of approximately 2.5 million parameters and each epoch takes about 25 minutes to train on an Nvidia Tesla V100-SXM2-32GB GPU. We save the model parameters of the epoch with the lowest validation loss as the best model for use.

4.2 Datasets

Literature in event-based motion detection provides following datasets: EED (Mitrokhin et al., 2018), MOD (Sanket et al., 2019), MOD++ (Parameshwara et al., 2021), EVIMO (Mitrokhin et al., 2019), EVIMO2 (Burner et al., 2022). Since the training of our network is supervised, it needs depth ground truth frames and motion truth masks with semantic labels. Tab. 1 lists the characteristics of event-based motion detection datasets and whether they are applicable.

Therefore, during the experimental phase, we conducted quantitative evaluations on the EVIMO and EVIMO2 datasets in Sec. 4.4 and 4.5, applying motion weight thresholds of 0.7 and 0.8, and median filter with sizes of \( 7 \times 7 \) and \( 15 \times 15 \), respectively.

4.3 Evaluation Metrics

For the quantitative evaluation of our network, we employ two commonly used metrics in research on event-based motion segmentation: Detection Rate and Intersection over Union (IoU). In addition, to conduct a comprehensive evaluation of IMOs segmentation and detection from events, we adopt the use of the standards mIoU, Precision, Recall, and F1-score to this application.

All these metrics, except IoU and mIoU, need bounding boxes representation. We compute them to fit the boundaries of the motion mask of each class.

4.3.1 Detection Rate

We assess the performance of moving object detection using the detection rate. Detection rate was introduced in (Mitrokhin et al., 2018) and used ever since. Motion detection is considered successful when the estimated bounding box satisfies the following two conditions: 1) The overlapping area with the ground truth bounding box is greater than 50%; 2) The area intersected with the ground truth bounding box is greater than the area intersected with the outside world. We can express the metric as:

\[ \text{Success if } B_p \cap B_{gt} > 0.5 \text{ and } (B_p \cap B_{gt}) > (B_p \cap \overline{B_{gt}}) \]

where \( B_p \) refers to the predicted bounding box, \( B_{gt} \) refers to the ground truth bounding box, and \( \overline{B_{gt}} \) denotes the complement of a set. The detection rate is
only used to evaluate the detection of moving objects, without checking their categories.

4.3.2 Intersection over Union (IoU) and mIoU

**IoU:** IoU is a standard metric used to evaluate the performance of binary segmentation. It is used in this work and in related literature to show the accuracy of the segmented motion mask. IoU is expressed as:

\[
    IoU = \frac{S_p \cap S_{gt}}{S_p \cup S_{gt}}
\]

where \(S_p\) refers to the predicted motion mask and \(S_{gt}\) the ground truth mask.

Similar to the detection rate, IoU also doesn’t take into account the classes of moving objects.

**mIoU:** Since the above evaluation metrics are only for binary motion segmentation, we introduce mean Intersection over Union (mIoU) to evaluate joint semantic and motion segmentation results, which involves calculating IoU for each class of moving objects and then taking the average.

4.3.3 Precision, Recall and F1-Score

Precision and Recall are the main metrics in object detection problem. We aim to employ them for a more comprehensive evaluation of IMOs detection. Therefore, slightly different from the detection rate which is blind to object classes, we extract bounding boxes and calculate precision and recall for each class of the moving objects, and take the average to assess the performance of our network. We consider a predicted bounding box to be a True Positive (TP) if its IoU with the ground truth bounding box is greater than 0.5. In following formulas, \(C\) is the number of classes, \(TP_i\) is the number of TP bounding box to \(i^{th}\) class. \(N_{predicted}_i\) and \(N_{gt}_i\) refer to the total number of predicted and ground truth bounding boxes to \(i^{th}\) class.

**Precision.** Precision is the ratio between the number of correctly predicted bounding boxes to the total number of predicted bounding boxes:

\[
    Precision = \frac{1}{C} \sum_{i=1}^{C} \frac{TP_i}{N_{predicted}_i}
\]

**Recall.** Recall is the ratio between the number of correctly predicted bounding boxes to the total number of ground truth bounding boxes:

\[
    Recall = \frac{1}{C} \sum_{i=1}^{C} \frac{TP_i}{N_{gt}_i}
\]

**F1-Score.** F1-score is the harmonic mean of precision and recall, while considering both wrong prediction and missed detection:

\[
    F1 - score = \frac{2 \times (Precision \times Recall)}{Precision + Recall}
\]

All these metrics are inspired by classical detection metrics, using bounding boxes.

We propose to adopt these metrics for a more thorough evaluation of the moving objects detection from events. Precision is similar to the detection rate, but it takes into account IMO separation and association with the ground truth objects. For example, when a wrong class is predicted to a moving object, it is a positive sample for the detection rate, but a negative sample for the precision. Hence, precision criteria is more severe than the detection rate. Recall is complementary to precision, and together, they inform whether evaluated algorithm is conservative or loose in its predictions. F1-score gives a criteria to compare the methods as a trade-off between Precision and Recall.

4.4 Evaluation on the EVIMO Dataset

EVIMO (Mitrokhin et al., 2019) is a challenging dataset for event-based IMO segmentation. Se-
quences are recorded in an indoor real-world environment with five different backgrounds (box, floor, table, tabletop, wall). They include objects moving at high speed with random trajectories. It was collected using a fast-moving handheld DAVIS 346 camera.

We trained on the EVIMO dataset training set, and evaluated on sequences box, table, wall and fast-motion using detection rate (Tab. 2) and IoU (Tab. 3). In relative terms, wall and fast-motion sequences are more challenging due to their high number of objects and fast motion. As a result, their outcomes are not as favorable as those of other sequences. To compare with state-of-the-art methods, EVIMO (Mitrokhin et al., 2019), 0-MMS (Parameshwara et al., 2021) and EMSGC (Zhou et al., 2023), our method has a slight improvement in detection rate and IoU score. Up to now, 0-MMS had the best scores. It uses an iterative model fitting and merging approach. However, it requires manual parameter selection for each sequence and cannot automatically select parameter.

For the IoU evaluation, our network achieved a 1% improvement over the original method we are based on, EVIMO, further demonstrating the value of semantic information.

In order to be able to conduct experiments on EVIMO2, specific processing have been mandatory:

**IMO Masks Labelling.** EVIMO2 provides per-pixel ground truth depth, semantic segmentation, as well as camera and object poses. EVIMO2 involves multiple independently moving objects, but the IMO masks are not provided separately in the ground truth mask. We calculate the object velocities in world coordinates using camera and object poses, then generate the IMOs ground truth masks from moving objects. For our networks supervision, generated IMOs ground truth masks are used with the motion segmentation output, while the provided ground truth labels are used with the semantic segmentation output (they are simplified, details in next paragraph). Since the objects classes in the EVIMO2 dataset are different from EVIMO, we cannot train them together.

**Semantic Classes Restructuring.** In EVIMO2, there are 26 instance labels (including the background), while there are only 4 labels in EVIMO. Since EVIMO2 dataset contain only 21 training sequences, having 26 labels is too many.

Therefore, we performed semantic classification on the 26 instance labels, and finally divided them into 7 classes (including background) for training, as shown in Tab. 5.

Figure 7 provides examples after reorganizing the labels, with used color scheme. The “others” class is composed of objects with different shapes, so the network cannot effectively treat them as a same seman-
tic object. In fact, each object in “others” class has a small number of samples in the dataset and cannot be associated to a class in a way to imbalance well the restructured classes.

Despite us adding weights to address the sample imbalance issue in the semantic loss, training them as individual semantic labels remain challenging. For classes other than “others”, our network can learn relatively well, as shown in Fig. 8. However, for the “others” class, our network struggles to predict their labels accurately, as shown in first row in Fig. 9.

**Bounding Box Conversion.** As explained in Sec. 4.3, we extract the boundary of the motion mask of each class to get the bounding box. The problem is that EVIMO2 has far more classes than EVIMO, some small errors in semantic labels generate a lot of wrong bounding boxes, which greatly affects the results of detection rate, precision and recall. We adopted the method of suppressing bounding boxes with an area smaller than the parameter area threshold to avoid it as much as possible. According
Table 5: Restructured semantic labels for EVIMO2.

<table>
<thead>
<tr>
<th>Restructured labels</th>
<th>0.background</th>
<th>1.boxes</th>
<th>2.tabletop</th>
<th>3.drones</th>
<th>4.cars</th>
<th>5.others</th>
<th>6.checkerboard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original labels*</td>
<td>background</td>
<td>box00 (267)</td>
<td>box01 (5443)</td>
<td>box02 (677)</td>
<td>box03 (3012)</td>
<td>carousel (2437)</td>
<td>checkerboard (8557)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>box04 (6829)</td>
<td>drone00 (6829)</td>
<td>drone01 (6829)</td>
<td>car00 (2437)</td>
<td>wheel00 (2437)</td>
<td>knife00 (308)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>marker00 (677)</td>
<td>marker01 (677)</td>
<td>marker02 (677)</td>
<td>marker03 (677)</td>
<td>wheel01 (2437)</td>
<td>plane00 (677)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>wheel02 (2437)</td>
<td>plane01 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>wheel03 (2437)</td>
<td>toy00 (6829)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>turntable (6829)</td>
</tr>
</tbody>
</table>

* From the objects.txt file in dataset EVIMO2.
( ) represents the number of images containing this label in EVIMO2 training set.

Figure 8: Qualitative Evaluation on EVIMO2 dataset. The table entries from left to right: event slice input, ground truth motion mask, predicted motion mask (output of motion task), ground truth semantic labels (7 classes introduced in Fig. 7), predicted semantic labels (output of semantic task), ground truth motion mask with labels, predicted motion mask with labels (intersection of two tasks). Three complex scenarios from top to bottom: object slowly accelerates from rest (row 1), distant IMO plus static objects (row 2), two objects suddenly accelerate (row 3).

Figure 9: Two failure cases on EVIMO2, from top to bottom: wrong predicted semantic label for class “others” (row 1), less accurate prediction of motion at high changing motion speed (row 2).

to the size of the object in the EVIMO2 dataset, we define the area threshold as 3000 pixels. For example, in the last mask in the second row of Fig. 8, some pixels are mistakenly classified as drones (red), which would generate two small wrong bounding boxes if not applying this procedure.

The final quantitative evaluation results are shown in Tab. 6. We observe that in the sequences “test_13”, most of moving objects fall under the “others” category. Consequently, the semantic segmentation results for these sequences are less satisfactory, leading to a relatively low mIoU. In the sequences “test_14”, there are objects that exhibit rapid speed changes. As a result, the predictions tend to capture only the edges of these objects, which has a greater negative impact on detection rate, precision and recall, which require bounding box estimation.

EMSGC (Zhou et al., 2023) provides the IoU score of their method on the EVIMO2 dataset and this is the only score we found that was evaluated on the EVIMO2 dataset. Since there are more frequent 3D rotations than EVIMO, the 2D appearance of the object on the image plane is constantly changing, resulting the IoU score of their method compared to EVIMO not good enough. The IoU score of our method is almost the same as that of EVIMO, which proves that our method has strong generalization ability for different motions.
Biggest difficulty in EVIMO2 are the two states of IMOs: fast and slow motion. The more challenging scenario involves a significant change in speed, while the camera only moves slightly. In this case, when a moving object occupies a large portion of the frame, the network predict the object’s outline. Events are not triggered inside the object’s shape, leading to possible mis-prediction of multiple objects (as shown in the second row of Fig. 9). Although in EVIMO, IMOs are in a state of rapid motion with low speed change, and the camera is also moving at high speed. As a result, all objects generate a significant amount of event information as input to the network, enabling the network to learn and predict more effectively.

In summary, the EVIMO2 dataset is more challenging than EVIMO. Through our qualitative and quantitative evaluations, we have demonstrated that our network is able to perform well when confronted with this highly challenging dataset.

Table 6: Comparison of proposed method on EVIMO2 using all proposed metrics with available state-of-the-art data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sequence</th>
<th>Detection rate (%)</th>
<th>IoU (%)</th>
<th>mIoU (%)</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>test13_00</td>
<td></td>
<td>80.71</td>
<td>77.94</td>
<td>41.93</td>
<td>0.85</td>
<td>0.76</td>
<td>0.80</td>
</tr>
<tr>
<td>test14_05</td>
<td></td>
<td>46.38</td>
<td>62.81</td>
<td>37.02</td>
<td>0.67</td>
<td>0.32</td>
<td>0.43</td>
</tr>
<tr>
<td>test14_10</td>
<td></td>
<td>34.88</td>
<td>87.53</td>
<td>84.25</td>
<td>0.96</td>
<td>0.51</td>
<td>0.67</td>
</tr>
<tr>
<td>test14_40</td>
<td></td>
<td>34.67</td>
<td>85.97</td>
<td>72.82</td>
<td>0.65</td>
<td>0.32</td>
<td>0.37</td>
</tr>
<tr>
<td>ours</td>
<td></td>
<td>48.40</td>
<td>83.07</td>
<td>74.12</td>
<td>0.80</td>
<td>0.40</td>
<td>0.42</td>
</tr>
<tr>
<td>test15_00</td>
<td></td>
<td>31.60</td>
<td>81.84</td>
<td>53.96</td>
<td>0.46</td>
<td>0.48</td>
<td>0.47</td>
</tr>
<tr>
<td>test15_10</td>
<td></td>
<td>73.04</td>
<td>81.21</td>
<td>59.51</td>
<td>0.80</td>
<td>0.59</td>
<td>0.71</td>
</tr>
<tr>
<td>test15_20</td>
<td></td>
<td>71.79</td>
<td>78.04</td>
<td>70.43</td>
<td>0.60</td>
<td>0.51</td>
<td>0.45</td>
</tr>
<tr>
<td>test15_40</td>
<td></td>
<td>61.43</td>
<td>79.82</td>
<td>60.63</td>
<td>0.65</td>
<td>0.48</td>
<td>0.55</td>
</tr>
<tr>
<td>EMSGC</td>
<td>Average</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

4.6 Ablation Study

In this section, we trained EVIMO and EVIMO2 separately using the same configuration, on different networks: “task 1” network with only motion segmentation, “task 2” network with only semantic segmentation, and proposed network with both tasks (all of these networks include depth prediction network). They are evaluated on all available metrics, in Tab. 7 and 8. For “task 1” network (motion seg.), only detection rate and IoU can be used to evaluate since there is no semantic information. For “task 2” network (semantic seg.), evaluation with proposed metrics is not straightforward as they aim at evaluating the semantic classification of moving objects. In EVIMO, all seen objects are moving, allowing to measure meaningful scores in Tab. 7. We also fuse object semantics to obtain a binary object masks generalized as a motion mask to measure detection rate and IoU. However, in the case of the EVIMO2, where multiple objects are stationary, we can not evaluate semantic segmentation task only with proposed metrics in Tab. 8.

The results show that the network trained for the two tasks together has the best effect, further verifying the beneficial contribution of semantic information to motion segmentation.

Table 7: Ablation study results of proposed motion and semantic segmentation network on EVIMO.

<table>
<thead>
<tr>
<th>Depth Prediction Network</th>
<th>+ Motion Seg. (task 1)</th>
<th>+ Semantic Seg. (task 2)</th>
<th>+ Motion Seg. + Semantic Seg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection rate (%)</td>
<td>81.75</td>
<td>70.71</td>
<td>82.64</td>
</tr>
<tr>
<td>IoU (%)</td>
<td>79.33</td>
<td>73.22</td>
<td>81.16</td>
</tr>
<tr>
<td>mIoU (%)</td>
<td>56.83</td>
<td>68.47</td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.53</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>0.67</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td>F1-score</td>
<td>0.59</td>
<td>0.73</td>
<td></td>
</tr>
</tbody>
</table>

5 CONCLUSIONS

We propose a network architecture for multi-motion and semantic segmentation using monocular event data. Our approach is built upon a binary motion segmentation state-of-the-art framework. Thanks to the help of added semantic segmentation task, it offers following improvements: better moving objects segmentation, ability to extract multiple IMOs of different classes. It learns in a supervised mode, can accurately predict motion masks and semantic information for multiple objects, and surpasses the state-of-the-art. We conducted qualitative and quantitative evaluations on two highly challenging datasets, EVIMO and EVIMO2, demonstrating the robustness of our method across various real scenes, multiple types of motion of IMOs and camera, and different semantics. However, further improvements are needed in predicting the shape of IMOs, such as enhancing the dataset and optimizing the motion prediction module.

The design of multi-task neural networks to share encoding layers is promising. Specifically, the network could be extended to include heads for depth and direct optical flow inference, while simplifying the dataset requirements by adding self-supervised losses such as in (Ye et al., 2020) and (Stoffregen et al., 2020). Some perspectives can be to extend the multi object segmentation to multi object tracking, to test adaptive time windows for event accumulation in order to adapt to different IMOs speeds, or to focus...
on richer event representation methods for the inputs to improve the network. Our next goal would be to study other types of datasets, such as the road scene DSEC dataset (Gehrig et al., 2021), by adding static and moving status to objects in the annotations, to explore broader applications of event cameras in the field of motion segmentation.
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