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Abstract: As textual conversation becomes more mainstream, emotional understanding that contributes to collective
intelligence and team performance plays an essential role. However, most studies of emotion recognition in
conversation (ERC) have focused on analyzing emotion after a participant speaks, and few have addressed
predicting emotion in ongoing conversations before an utterance is made. In this paper, we tackle predicting
emotion before a speaker expresses their emotion and propose utilizing knowledge-based prediction as an
appropriate replacement for contextual information. We develop a context model to capture conversations and
replace future conversational data that cannot be exploited in actual predictions with appropriate knowledge-
based predictions. Our model outperformed existing models in predicting conversational emotions on a dataset
composed of conversations between multiple participants.

1 INTRODUCTION

With the rapid development of Artificial Intelligence
(AI), emotional understanding is an issue widely tack-
led in various fields, including Natural Language Pro-
cessing (NLP) (Acheampong et al., 2021; Kumar and
Garg, 2020; Poria et al., 2019b; Zhang et al., 2022;
Zucco et al., 2020).

Thus, emotion has a wide range of potential appli-
cations (Yi and Wang, 2019; Wu et al., 2019; Khan-
pour and Caragea, 2018), and emotional understand-
ing in communication, where people with different
emotions interact with each other, plays a particu-
larly significant role as there is a correlation between
collective intelligence and empathy (Woolley et al.,
2010) and a close relationship between team perfor-
mance and psychological safety through emotional
understanding (Edmondson, 2018).

The same is true for recent text-based communica-
tion, which has spread to many users with the prolif-
eration of chatbots and social media. However, text-
based conversations are problematic due to the loss
of information such as the facial expressions, tone
of voice, and mood of the speaker, that supports un-
derstanding of other participants’ emotions in tradi-
tional communication. In terms of supporting the
understanding of emotions in conversation, there is
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widespread research on Emotion Recognition in Con-
versation(ERC) (Gao et al., 2022; Ghosal et al., 2020;
Lee and Lee, 2022; Li et al., 2022; Majumder et al.,
2019; Saxena et al., 2022; Song et al., 2022; Tu et al.,
2022; Zhong et al., 2019; Zhu et al., 2021). These
studies aim to identify the emotions of the target ut-
terance based on all statements made in the conver-
sation. Therefore, this approach makes it possible
to analyze emotions only after the communication is
complete and makes it difficult to support the under-
standing of emotions in ongoing conversations. In
this study, to support emotion understanding for tex-
tual communications in progress, we deal with Emo-
tion Prediction in Conversation(EPC), which predicts
the emotions of an utterance before the speaker makes
that statement. The prediction has difficulties simi-
lar to recognition, like analyzing participants’ emo-
tions without emotional information such as facial ex-
pression, voice tone, conversational atmosphere, and
so on. Moreover, in the prediction, future conversa-
tional information and utterance itself can not be used
when the emotion of that utterance is predicted as op-
posed to the recognition studies. Though predicting
has many challenges, it can contribute to understand-
ing and considering other participants’ emotions in
conversation more than the recognition studies, be-
cause EPC focuses on predicting the emotions of par-
ticipants in real time before a speaker makes an actual
utterance. To handle the problem that future conver-
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sational information cannot be used for prediction, we
proposed to use knowledge-based emotion prediction
as a replacement for future conversational informa-
tion, and we developed a model to capture conversa-
tional contexts and replace future conversational data
appropriately with knowledge-based predictions.

The remainder of this paper is organized as fol-
lows: Section 2 discusses related work; Section 3 pro-
vides a detailed description of our model; Section 4
presents and discusses the experimental results, and
Section 5 concludes our paper.

2 RELATED WORK

Ekman’s six basic emotions (surprise, fear, sadness,
joy, disgust, and anger) (Ekman, 1992) are widely
used in ERC (Chen et al., 2019; Poria et al., 2019a;
Poria et al., 2019b). There are various other clas-
sifications of emotions (Zad et al., 2021), such as
a method that shows the relationship between emo-
tions in two dimensions, valence and arousal (Russell
and Barrett, 1999), a way to categorize emotions in
three dimensions according to complexity and inten-
sity (Plutchik, 2001), and a means that classifies emo-
tions into 20 categories defined by four independent
dimensions (Cambria et al., 2012).

Recognizing emotions based on the conversa-
tional context is a habitual method in ERC (Majumder
et al., 2019; Saxena et al., 2022), and using external
knowledge has been undertaken recently to achieve
more accurate recognition. For example, some stud-
ies recognize emotions by the commonsense knowl-
edge graph in addition to the context and topic infor-
mation of the conversation (Ghosal et al., 2020; Tu
et al., 2022; Zhong et al., 2019; Zhu et al., 2021).
Other studies utilize pre-trained language models as
external knowledge and use them for classification
with contextual information (Lee and Lee, 2022) and
to generate conversation sequences (Li et al., 2022).
Various other methods have been proposed in ERC,
such as tracking emotional coherence by the Condi-
tional Random Field (CRF) layer (Wang et al., 2020)
and accounting for emotion shifts by focusing on
the influence of other participants on a speaker (Gao
et al., 2022; Song et al., 2022).

In many cases, the ERC targets the latest state-
ment that is already made and is based on all state-
ments made in a conversation. In contrast, EPC pre-
dicts the emotions of an utterance before the speaker
makes that statement. Therefore, it cannot use the ut-
terance text that is the subject of emotional analysis
and future conversational information from that utter-
ance onwards. Although there are few studies on EPC

in contrast to ERC (Rong et al., 2019), some studies
tackled predicting emotions by focusing on short- and
long-term emotion propagation in conversation (Li
et al., 2021a), using the commonsense knowledge
graph (Li et al., 2021b), and distinguishing between
internal emotional changes and external influences on
the target user (Rong et al., 2019). In this study,
we propose to utilize knowledge-based prediction as
a substitution for the subject text and future conver-
sational information that cannot be exploited in ac-
tual predictions. Through experiments to confirm the
validation of two knowledge resources and the ratio
between contextual and knowledge-based prediction,
we attempt to predict emotion more accurately by re-
placing future conversational information with appro-
priate knowledge-based prediction.

3 EMOTION PREDICTION WITH
CONTEXT AND
KNOWLEDGE-BASED
PREDICTION

3.1 Problem Statement

A tuple (u1,s1) is a part of a conver-
sation and constructs sequential dialogue
[(u1,s1),(u2,s2), ...,(uN ,sN)], which is annotated
with sequential emotion labels [y1,y2, ...,yN ]. ut is an
utterance that a speaker st uttered at time t. Conven-
tional ERC studies tackle recognizing emotion et of
ut and assigning the correct label similar to yt given
utterances until the t-th turn. On the other hand, our
goal is to predict emotion et of ut given utterances un-
til the t − 1-th turn, [(u1,s1),(u2,s2), ...,(ut−1,st−1)],
without the ut itself (Figure 1).

Input

What is Chandler’s emotion 

at the next (8th) turn?

Output

Figure 1: Example of the Emotion Prediction.

3.2 Model Overview

Figure 2 shows an overview of our proposed model,
which consists of two main components, the bi-
directional context modules (Section 3.3) and the
knowledge-based modules (Section 3.4). In previous
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replacingreplacingreplacing replacingreplacing

Knowledge-based Module

Figure 2: Overview of Proposed Model.

emotion recognition studies, the bi-directional struc-
ture is effective for tracking the conversation con-
text (Ghosal et al., 2020; Majumder et al., 2019; Po-
ria et al., 2019a). Although future context informa-
tion [ut ,ut+1, ...,uN ] is considered to recognize emo-
tion et in some ERC studies, this future information
cannot be known and utilized to predict emotion et at
the t − 1-th turn in EPC. In addition, depending only
on the conversation context makes it difficult to detect
sudden emotional shifts. Therefore, we exploit the
knowledge-based emotion prediction as information
outside of the conversation. Specifically, we improve
emotion prediction performance by using both back-
ward context processing and knowledge-based re-
sults, in the learning phase, and completely substitut-
ing backward processing with knowledge-based pre-
dictions in the actual prediction. In this study, we use
external knowledge sources, Transformer trained on
a commonsense knowledge graph and a pre-trained
Language Model, as the knowledge-based module.

3.3 Context Module

Context modules are connected bi-directionally along
the time series and form a context model to predict
emotions using information from the entire conversa-
tion. This context module consists of three compo-
nents (Figure 3). First, context state ct at time t is
updated as follows:

ct = GRU(ct−1,xt) (1)

xt = RoBERTa(ut), (2)
where GRU is a gated recurrent unit, RoBERTa is a
pre-trained language model, and ut is an utterance at
time t.

Because a participant’s emotions are influenced
not only by utterances made by others but also by

the participant’s previous condition, understanding
the state of the participant helps track and predict her
emotion. We obtain the participant state pi,t+1 of par-
ticipant i at time t +1 as follows:

pi,t+1 = λ
ut
i · pi,t +(1−λ

ut
i )

·GRU(pi,t ,(xt ⊕Attention(xt , [c1,c2, ...,ct ])))

(3)

Attention(xt , [c1,c2, ...,ct ]) =

so f tmax(xT
t ⊗ [c1,c2, ...,ct ])⊗ [c1,c2, ...,ct ]

T (4)

λ
ut
i =

{
0,participant i is a speaker of ut

1,participant i is not a speaker of ut
, (5)

where [c1,c2, ...,ct ] is the entire conversation history
by time t.

Emotions in conversation are influenced by other
participants’ emotions. For example, when the pre-
vious speaker said something in anger, the emotion
affects the next speaker, even if that anger is not di-
rected at her. Thus, to account for this impact of the
previous speaker’s emotion, emotion state econtext

i,t+1 of
participant i at time t +1 is defined as:

econtext
i,t+1 = GRU(econtext

st ,t , pi,t+1). (6)

3.4 Knowledge-Based Module

3.4.1 Commonsense Module

In this study, we utilize commonsense knowledge
for knowledge-based prediction. As shown in Sec-
tion 2, commonsense knowledge is widely used
for ERC studies as external knowledge and con-
tributes to the improvement of emotion analysis.
The commonsense module is shown in Figure 4
as one of the knowledge-based modules. Com-

Predicting Emotion Before an Utterance: Replacing Contextual Information with Knowledge-Based Prediction

111



GRU

⊕⊗

〇

𝑢𝑡

𝑐𝑡−1 𝑐𝑡

𝑐1~𝑐𝑡

𝑝𝑠𝑡+1,𝑡 𝑝𝑠𝑡+1,𝑡+1

𝑒𝑠𝑡,𝑡
𝑐𝑜𝑛𝑡𝑒𝑥𝑡 𝑒𝑠𝑡+1,𝑡+1

𝑐𝑜𝑛𝑡𝑒𝑥𝑡

𝑒𝑖,𝑡: Participant 𝑖’s Emotion at time 𝑡, 𝑡 = 1, 2, 3, ⋯

𝑢𝑡: Utterance at time 𝑡, 𝑡 = 1, 2, 3, ⋯

𝑠𝑡: Speaker at time 𝑡, 𝑡 = 1, 2, 3, ⋯

𝑐𝑡: Context state at time 𝑡, 𝑡 = 1, 2, 3, ⋯

𝑝𝑖,𝑡: Participant 𝑖’s state at time 𝑡, 𝑡 = 1, 2, 3, ⋯

{〇 ● ⊚〇}
attention

(𝑢𝑡 , 𝑠𝑡+1)

GRU

GRU

Figure 3: Overview of Context Module.

𝑒𝑖,𝑡: Participant 𝑖’s Emotion at time 𝑡, 𝑡 = 1, 2, 3, ⋯

𝑢𝑡: Utterance at time 𝑡, 𝑡 = 1, 2, 3, ⋯

𝑜𝑅𝑒𝑎𝑐𝑡𝑖,𝑡: Participant 𝑖’s React by 𝑢𝑡

𝑜𝑊𝑎𝑛𝑡𝑖,𝑡 : Participant 𝑖’s Want by 𝑢𝑡

𝑜𝐸𝑓𝑓𝑒𝑐𝑡𝑖,𝑡: Participant 𝑖’s Effect by 𝑢𝑡

Commonsense Transformer (COMET)
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happy

gets satisfied

oReact
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Commonsense Knowledge Graph

(𝑢𝑡 , 𝑠𝑡+1)

𝑒𝑠𝑡+1,𝑡+1
𝑐𝑜𝑚𝑚𝑜𝑛𝑠𝑒𝑛𝑠𝑒

Figure 4: Overview of Commonsense Module and Commonsense Knowledge Graph.

monsense Transformer (COMET) (Bosselut et al.,
2019) is a commonsense generative model trained on
ATOMIC (Sap et al., 2019), which is a knowledge
graph organized as typed, if-then relations with vari-
ables {sub ject, relation, ob ject}. COMET generates
an ob ject from the sub ject and the relation (e.g., s =
“take a nap,” r = Causes, o = “have energy”) as fol-
lows:

ob ject =COMET (sub ject,relation). (7)

In the commonsense module, emotion state
eknowledge

i,t+1 of participant i at time t + 1 is decided us-
ing parameters oReact, oWant, and oE f f ect, which
denote others’ (non-speakers’) parameters obtained
from COMET, as follows:

eknowledge
i,t+1 = oReacti,t ⊕oWanti,t ⊕oE f f ecti,t (8)

oReacti,t ,oWanti,t ,oE f f ecti,t =
COMET (xt , i,oReact,oWant,oE f f ect)

, (9)

where oReact, oWant, and oE f f ect are relation pa-
rameters of COMET.

3.4.2 Pre-Trained LM Module

As another knowledge-based module, we use a
pre-trained Language Model (LM) following previ-
ous ERC studies. The pre-trained LM, RoBERTa-
large (Liu et al., 2019), is fine-tuned for emotion label
prediction from transcripts of utterances and speak-
ers. RoBERTa-large is an unsupervised pre-trained
model with large-scale corpora of unlabeled text. It
has 24 layers, 16 self attention heads in each block
(24 blocks), a hidden dimension of 1024, and 355 M
parameters. For RoBERTa-large fine-tuning, we set a
batch size of 8, learning rate of 2e-6, weight decay of
0.1, training epoch of 3, and AdamW as the optimizer.

In the pre-trained LM module, emotion state
eknowledge

i,t+1 of participant i at time t + 1 is decided as
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follows:

eknowledge
i,t+1 = RoBERTa(st−1,ut−1,st ,ut ,Qt+1) (10)

Qt+1 = ”How does st+1 feel after this?” (11)

3.5 Replacing Context with
Knowledge-Based Predictions

We obtained the predicted emotion label ŷt+1 at time
t +1 as follows:

ŷt+1 = Attention(ei,t+1, [es1,1,es2,2, ...,ei,t+1]) (12)

ei,t+1 = econtext
i,t+1 ⊕ ereplaced

i,t+1 (13)

ereplaced
i,t+1 = α · eknowledge

i,t+1 +(1−α) · ebackward
i,t+1 (14)

Attention(ei,t+1, [es1,1,es2,2, ...,ei,t+1]) =

so f tmax(eT
i,t+1 ⊗ [es1,1,es2,2, ...,ei,t+1])

⊗[es1,1,es2,2, ...,ei,t+1]
T

, (15)

where ebackward
i,t+1 is an output of backward sequential

context modules and, α takes 0 or 1 according to the
replacement rate γ between 0.0 to 1.0

To determine the replacement rate γ, we conducted
the preliminary experiments (Section 4.4.1)

4 EXPERIMENT

4.1 Dataset

We evaluated the performance of our proposed
method with the Multimodal EmotionLines Dataset
(MELD) (Poria et al., 2019a), a conversation dataset
used in ERC. Conversations of this dataset were col-
lected from the TV show Friends, and each utterance
was labeled into seven emotion categories, based on
Ekman’s six basic emotions: surprise, fear, sadness,
joy, disgust, anger, and neutral. As shown in Table 1,
emotion labels are unbalanced like in actual conver-
sations, e.g., neutral for over 46% in this dataset.

4.2 Comparison Methods

We evaluated the performance of our proposed
method in comparison experiments with the follow-
ing existing methods.

DialogueRNN (Majumder et al., 2019) recog-
nizes the speaker’s emotion by considering the con-
versation context of each participant using a Gated
Recurrent Unit (GRU) network to keep track of indi-
vidual speaker and listener states. This model is used
as a baseline for ERC.

Table 1: Description of the dataset MELD. The dataset is
modified to fit the emotion prediction task, and numbers in
parentheses represent the amount of data contained in the
original dataset.

Train Dev Test
Neutral 4168(4710) 416(470) 1117(1256)
Surprise 1084(1205) 138(150) 253(281)

Fear 240(268) 37(40) 44(50)
Sadness 619(683) 104(111) 187(208)

Joy 1539(1743) 141(163) 358(402)
Disgust 247(271) 22(22) 63(68)
Anger 1024(1109) 137(153) 308(345)

Utterances 8951(9989) 995(1109) 2330(2610)
Dialogues 968(1039) 108(114) 268(280)

COSMIC (Ghosal et al., 2020) recognizes a
speaker’s emotions using the conversation context
and commonsense knowledge graphs. Commonsense
knowledge is used to track some speaker states, such
as the internal, external, and intent state, and improves
the emotion detection performance.

CoMPM (Lee and Lee, 2022) classifies a
speaker’s emotion considering the conversation con-
text by combining the Transformer encoder and pre-
trained LM. Using pre-trained knowledge makes this
approach easy to extend to non-English languages.

TodKat (Zhu et al., 2021) classifies a speaker’s
emotion by topic detection of conversations using a
fine-tuned pre-trained LM and knowledge awareness
using a commonsense knowledge graph.

EmotionFlow (Song et al., 2022) recognizes a
speaker’s emotion considering the emotion shift of
speakers in each turn within the conversation based
on Transformer encoder and CRF layers.

DialogInfer-(S+G) (Li et al., 2021a) predicts a
speaker’s emotion by considering emotion propaga-
tion in conversation. Two types of emotion propaga-
tion are distinguished: long-term and short-term prop-
agation. A sequence-based model captures the former
and a graph-based model captures the latter.

DialogInfer-(S+G)+K (Li et al., 2021b) predicts
a speaker’s emotion by a hybrid emotion prediction
model that combines DialogInfer-(S+G) and external
knowledge as, a commonsense knowledge graph.

4.3 Training Setup

We used a batch size of 8, learning rate of 0.001,
and dropout rate of 0.1 to train our models. We
used weighted cross-entropy as the optimizer, and
the Adam optimization algorithm. Our models were
trained for 60 epochs and other hyperparameters were
optimized using the grid search. All hyperparame-
ters of all comparison methods were set to the same
as reported in each paper. The input features for all
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models were unified into 1024-dimensional input us-
ing RoBERTa-large.

4.4 Results and Discussion

4.4.1 Preliminary Experiments

Preliminary experiments were conducted on the re-
placement rate γ that determines the weight be-
tween the backward sequential context model and
the knowledge-based model, changing the value from
0.0 to 1.0 by 0.1 (Table 2). The replacement rate γ

only works during the training phase, and it is set
to 1.0 during the test phase. For instance, in a bi-
Context model, the backward direction outputs are
replaced by 0.0 according to γ in the training phase,
and all backward outputs are replaced by 0.0 in the
test phase. In the bi-Context+Commonsense and bi-
Context+pre-trained LM, backward direction outputs
are replaced by outputs of commonsense model and
pre-trained LM respectively according to γ in the
training phase. All backward outputs are replaced by
outputs of the commonsense model and pre-trained
LM appropriately in the test phase. All models show
the best prediction scores at high values of the re-
placement rate γ. It confirms that using contextu-
ally informative backward directional outputs dur-
ing the training phase does not improve the accu-
racy of emotion predictions, where the data cannot
be used in the test phase. Though bi-Context and bi-
Context+Commonsense show the best results when
the replacement rate γ is 0.7, bi-Context+pre-trained
LM shows the better score when the replacement rate
γ is 0.9. Since it is verified that the pre-trained LM
tends to be biased in emotion recognition (Mao et al.,
2022), we conclude that bi-Context+pre-trained LM
shows the highest prediction result at the high replace-
ment rate, γ is 0.9, because it allows for strong con-
sideration for biases during the training phase.

4.4.2 Comparing with Other Methods

Table 3 shows the performance of the comparison
methods and our models. Among the comparison
methods, CoMPM shows the best results in weighted-
F1 and anger, and the methods show the best score
differs by each emotion category. In contrast, our bi-
Context+pre-trained LM method outperforms the ex-
isting methods in all emotion categories except neu-
tral in EmotionFlow. It surpasses the highest com-
parison methods’ score by 15.04%, 12.71%, 15.58%,
8.05%, and 9.23% in surprise, sadness, joy, anger,
and weighted-F1, respectively. And while scores are
still not high, fear and disgust can be predicted at
about twice the rate of existing methods. In neutral,

on the one hand, bi-Context+pre-trained LM is lower
than EmotionFlow. On the other hand, the proposed
method surpasses EmotionFlow by about 10% in all
other categories. Thus, we think that this result is be-
cause our model can correctly predict each emotional
category for utterances that existing methods incor-
rectly classify as neutral.

4.4.3 Ablation Study

The lower half of Table 3 presents the results of the
comparison within the proposed method. As shown
in the results for mono-Context and bi-Context, con-
sidering contextual information bi-directionally con-
tributes to emotion prediction for all categories. As
reported in a previous study (Mao et al., 2022), it can
be confirmed that the prediction by the pre-trained
LM alone is biased. In fine-tuning, more biased re-
sults were obtained by changing hyper-parameters
such as the number of epochs and learning rate.
On the other hand, the model combined with bi-
Context improves prediction accuracy for all emo-
tion labels except for surprise. In fear, the predic-
tion score is doubled compared to the case where
only conversational contexts are utilized. This re-
sult indicates that pre-trained LM can contribute
to emotion prediction by simultaneously using con-
textual information. However, despite the result
that independently utilizing commonsense knowl-
edge contributes to performance improvements (Li
et al., 2021b), few performance improvements are ob-
served in bi-Context+Commonsense compared with
bi-Context. We therefore conclude that, because
the replacement of contextual information by com-
monsense does not include any conversation history,
bi-Context+Commonsense shows few improvements
from a comparison of bi-Context+Commonsense and
bi-Context+pre-trained LM.

5 CONCLUSION

In this study, we tackled predicting emotion before a
speaker expresses their emotion and proposed utiliz-
ing knowledge-based predictions as a replacement for
contextual information that cannot be used in actual
predictions appropriately. The model bi-Context+pre-
trained LM, replacing context information with pre-
trained LM, showed significant performance in the
experiment, and we confirmed the effectiveness of
knowledge-based results in predicting emotion. Ac-
cording to a comparison with the case using the
commonsense knowledge graph, we verified that the
knowledge-based predictions followed by conversa-
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Table 2: Results of the preliminary experiments. Weighted-F1 is used as an evaluation metric, and all models are trained
5 times for each experiment. The median of the scores is evaluated (same in other tables). Bold text indicates the best
performance in each part.

Method 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
bi-Context 30.05 44.10 45.39 44.60 45.88 46.87 46.32 46.94 45.10 45.43 34.07
bi-Context+Commonsense 19.96 33.27 38.76 39.37 41.15 39.94 41.41 43.37 42.02 41.38 42.69
bi-Context+pre-trained LM 23.31 38.26 43.99 43.55 45.97 45.99 47.41 46.63 46.71 48.21 43.64

Table 3: Comparison results of our methods with various previous methods and within our proposed methods’ components
on MELD. The first half is the performance of the previous methods and the second half is the performance of the proposed
method and its components. Bold text indicates the best performance in each emotion category.

Method Neutral Surprise Fear Sadness Joy Disgust Anger Weighted-F1
DialogueRNN 55.39 16.22 03.77 01.84 28.57 00.00 21.37 35.75
COSMIC 60.64 07.31 00.00 06.96 15.16 00.00 29.01 36.58
CoMPM 57.80 13.26 02.67 14.13 28.78 05.26 30.85 38.98
TodKat 57.40 10.55 03.45 15.86 29.43 04.82 30.60 38.70
EmotionFlow 64.35 07.87 00.00 02.94 18.99 02.99 29.42 38.78
DialogInfer-(S+G) 61.71 07.54 00.00 07.29 15.41 05.48 24.66 36.77
DialogInfer-(S+G)+K 61.08 12.99 00.00 07.33 16.29 04.76 23.39 37.04
mono-Context 55.36 11.93 00.00 02.56 20.13 00.00 21.49 34.07
bi-Context 61.91 31.58 03.03 23.70 43.29 10.20 37.40 46.94
Commonsense 37.06 15.35 02.02 16.79 21.33 05.13 21.14 27.03
pre-trained LM 44.85 18.09 00.00 10.04 22.74 00.00 31.04 31.87
bi-Context+Commonsense 59.42 21.05 03.70 24.56 34.68 06.45 38.25 43.37
bi-Context+pre-trained LM 62.61 31.26 07.02 28.57 45.01 11.76 38.90 48.21

tional context are more valid as a replacement for
contextual information. In future studies, it should be
pursued that real-time emotion prediction using chat
tools’ and other real-world applications’ conversation
histories that are not limited to data sets.
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