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Abstract: We developed a reliable object recognition method for a rainbow-SKU depalletizing robot. Rainbow SKUs in-

clude various types of objects such as boxes, bags, and bottles. The objects’ areas need to be estimated in order

to automate a depalletizing robot; however, it is difficult to detect the boundaries between adjacent objects. To

solve this problem, we focus on the difference in the shape of the boundaries and propose package-boundary

confidence, which assesses whether the recognized boundary correctly corresponds to that of an object unit.

This method classifies recognition results into four categories on the basis of the objects’ shape and calculates

the package-boundary confidence for each category. The results of our experimental evaluation indicate that

the proposed method with slight displacement, which is automatic recovery, can achieve a recognition suc-

cess rate of 99.0 %. This is higher than that with a conventional object recognition method. Furthermore,

we verified that the proposed method is applicable to a real-world depalletizing robot by combining package-

boundary confidence with automatic recovery.

1 INTRODUCTION

Rainbow-SKU depalletizing, which is the process of

picking up various types of objects from a loaded

pallet, is a strenuous manual task, so automating

the task with robots is highly desirable. Many re-

searchers have proposed depalletizing systems for au-

tomating robots by combining robot motion planning

with image recognition (Nakamoto et al., 2016; Eto

et al., 2019; Doliotis et al., 2016; Aleotti et al., 2021;

Caccavale et al., 2020; Katsoulas and Kosmopoulos,

2001; Kimura et al., 2016).

Automated robots need to complete a series of

picking tasks accurately and quickly in order to be

applicable in warehouses. If robots pick incorrect ob-

jects, workers must perform a manual recovery, e.g.,

remote control, which increases downtime. There are

several causes of incorrect picking, such as the short-

age of adsorption power in the robot hand and false

estimation of an object’s position or pose. To ad-

dress the hardware problem, robot hands have been
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developed which can grasp objects of various shapes

(Tanaka et al., 2020; Fontanelli et al., 2020). In the

software, a function is needed to estimate objects’

boundaries from images and point clouds. However,

there are few methods which have been successfully

used to estimate the areas of all types of objects’ in

rainbow-SKU depalletizing. This is because object

boundaries differ depending on the shape and mate-

rial of the object, e.g., cardboard, bags, rolls of toilet

paper, and shrink-wrapped packages containing mul-

tiple bottles or cans in transparent wrapping. It is also

difficult to divide multiple objects placed adjacent to

one another because of the missing the boundary be-

tween the objects. Without the boundary, multiple ob-

jects are recognized as one object and robots incor-

rectly pick multiple objects at the same time.

To estimate object boundaries with high accuracy,

we introduce package-boundary confidence, which

assesses whether the recognized boundary correctly

corresponds to that of an object unit. When the con-

fidence is high, the robots pick the object, and when

the confidence is low, the robots do not pick the object

and switch to automatic recovery mode. In this study,

we use slight displacement as an automatic recovery,

which is to pick the edge of object and move it a short

distance. By doing this, the gap between multiple ob-
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Figure 1: Overview of the proposed method, which consists of three steps: surface estimation, classification, and confidence
calculation. By classifying the results of surface estimation into four categories depending on the objects’ shape and calculat-
ing confidence for each category, the proposed method can achieve reliable recognition for rainbow SKUs.

jects will be correctly recognized as distinct bound-

aries. Although slight displacement is quicker than

manual recovery, doing it too frequently causes the

throughput to deteriorate. Therefore, a recognition

method with both high accuracy and high throughput

is necessary.

In this paper, we propose a method for calculat-

ing package-boundary confidence. Since robots need

to recognize the boundaries of various types of ob-

jects, we classify objects into one of four categories

and change how to calculate confidence depending on

the object’s boundaries. We conducted experiments

to simulate a rainbow-SKU depalletizing process us-

ing a 3D vision sensor. The results indicate that the

proposed method achieves a success rate of 99.0%,

which is higher than that with a conventional object

recognition method. We also evaluated the frequency

of slight displacement, which was 37.5%. These re-

sults show that the proposed method is applicable for

a wide variety of objects in rainbow-SKU depalletiz-

ing.

2 RELATED WORK

In this section, we discuss conventional object recog-

nition methods used for depalletizing.

2.1 Deep-Learning-Based Segmentation

Deep-learning-based segmentation has been used for

depalletizing recognition (Girshick, 2015; Liu et al.,

2016; Redmon et al., 2016; He et al., 2017). This

method estimates objects’ areas and classifies the ar-

eas into classes simultaneously. In recent years, deep-

learning methods are applied to object recognition for

depalletizing (Buongiorno et al., 2022). However,

there is no large dataset of rainbow-SKU object, so

deep-learning methods are applied to a limited vari-

ety of objects such as cardboard.

2.2 Edge-Based Boundary Detection

Conventionally, edge-based boundary detection has

been widely used in region estimation for boxed ob-

jects (Katsoulas and Kosmopoulos, 2001; Naumann

et al., 2020; Stein et al., 2014; Li et al., 2020). By es-

timating the edges on the basis of the luminance gra-

dient or degree of change in the normal direction, the

boundary of each object can be recognized. However,

due to the difficulty in detecting the edges of wraps

that cannot be measured, there is a risk of detecting in-

dividual products as a single object rather than an en-

tire shrink-wrapped package. The proposed method

is an extended approach of this type of method; our
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method does not require a large dataset to train the

model, and it can be applied to cardboard packages as

well as shrink-wrapped objects in rainbow-SKU de-

palletizing.

3 METHODS

3.1 Concept of Object Recognition

This section describes the concept of the proposed

method for recognizing various objects. In rainbow-

SKU depalletizing, the shape of object boundaries is

different from each other, such as a gap, a straight

line, and part of an arc. Also, because shrink-wrapped

objects have small gaps between individual objects,

gaps must be distinguished from the correct bound-

ary. Therefore, it is difficult to evaluate the recognized

boundary consistently.

In the proposed method, we classify objects into

four categories and calculate package-boundary con-

fidence in different ways for each categories. The

number of categories are determined taking into the

varieties of rainbow SKUs in the warehouse. To rec-

ognize various objects including packs of wrapped

bottles, we selected the object recognition architec-

ture from (Yano et al., 2023) as the base architecture

in this research.

3.2 Classification

This section describes how objects are classified into

the four categories. The previous method (Yano et al.,

2023) estimated object surfaces from gray-scale im-

ages and point clouds. Therefore, in the present study

we use information based on object surfaces and clas-

sify them into one of the following four categories:

pack of bottles in transparent plastic wrapping, pack

of bottles in opaque wrapping, object with holes, and

general object.

Multiple bottles shrink wrapped in transparent

plastic are defined as a pack of bottles in transpar-

ent wrapping. The bottle caps are regarded as small

surfaces. Because these surfaces are too small to be

recognized as a single object unit, multiple surfaces

are connected and recognized as a single object unit.

Objects recognized from connecting areas are classi-

fied into this category.

Multiple bottles shrink wrapped in opaque plastic

are defined as a pack of bottles in opaque wrapping.

The opaque wrapping is recognized as a large surface

in the middle areas of the object, and the bottles are

recognized as small surfaces in the surrounding areas.

As shown in Figure 2, to detect bottle caps, we detect

circles with Hough transformation for gray-scale im-

ages and calculate the ratio of circles in surrounding

areas to that in the middle areas (Yuen et al., 1990). If

the ratio of circles is high, the object is classified into

this category.

Figure 2: Circle detection for pack of bottles in opaque
wrapping. Middle areas are internal green line and sur-
rounding areas are between green and blue lines.

Objects which have gap areas in depth inside ob-

jects are defined as an object with holes. As shown

in Figure 3, we focused on a fact that depth informa-

tion of such objects have several holes corresponding

to tube holes or empty areas between tubes that are

touching. We make depth images from point clouds

and calculate the depth of gap areas. If there are many

gaps, the object is classified into this category.

Figure 3: Depth image of object with holes. Black areas
indicate tube holes or empty areas.

Finally, objects which are not classified into the

previous three categories are defined as a general ob-

ject.

3.3 Confidence Calculation

This section describes how package-boundary confi-

dence is calculated for various objects. The method

of calculating confidence changes depending on the

category in which the object has been classified.

3.3.1 Pack of Bottles in Transparent Wrapping

The boundaries of this type of objects are the gaps

between several connected areas. As shown in Figure

4, four objects (i.e., packs of bottles) are placed ad-

jacent. Multiple bottles are connected by graphs, but

several object units are over-connected. In this situ-

ation, we calculate the depth of the gap areas on the

graphs. If there are large deep gaps, the recognition
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areas do not need to be divided, and we set the confi-

dence to low. On the other hand, if the graphs do not

have large deep gaps, we set the confidence to high.

Figure 4: Four objects (packs of bottles in transparent wrap-
ping) placed adjacent. Red graphs mean overlapping large
deep gaps.

3.3.2 Pack of Bottles in Opaque Wrapping

The boundaries of this type of objects are bottle caps

in the surrounding areas. Because the opaque wrap-

ping consists of large surfaces, the recognition areas

of large surfaces can be detected reliably. Also, if

multiple objects are placed adjacent, large surfaces do

not overlap with each other because there are bottle

caps between the large surfaces. Therefore, the confi-

dence is always set to high for this type of object.

3.3.3 Object with Holes

The boundaries of this type of objects are deep gaps.

However, it is difficult to determine whether single

object unit is really single object unit or be separated

into multiple object units. This is because both correct

boundaries and gaps inside objects are similar deep

gaps. Therefore, the confidence is always set to low

for this type of object.

Figure 5: Line detection for a general object. Dotted lines
are removed lines and a red line is used for confidence cal-
culation.

3.3.4 General Object

The boundaries of this type of objects are straight

lines. This type of objects do not include bottles or

paper rolls, and one unit is square-shaped in depal-

letizing. If these objects are placed adjacent, bound-

aries can be detected as a pattern of straight lines even

if there are no gaps between objects. As shown in Fig-

ure 5, we use line detection with Hough transforma-

tion for a gray-scale image and a depth image (Duda

and Hart, 1972). We also remove detected lines which

are not vertical to the side of recognition areas and

are near the side of recognition areas. This is because

these lines are not the boundaries which divide recog-

nition areas into multiple objects. We calculate the

number of lines in recognition areas which are not re-

moved. If there are many lines, the recognition areas

do not need to be divided and the confidence is set

to low. On the other hand, if there are few lines, the

confidence is set to high.

3.4 Two Parameter Sets for Various

Objects

In the previous method (Yano et al., 2023), it was

difficult to correctly detect both large top surfaces as

well as small top surfaces such as bottle caps using

only a single parameter set for object recognition.

The first parameter set is adjusted for detecting

even small and thin edges. As shown in Figure 6b,

when using the first parameter set, the algorithm cor-

rectly divides boxes which are touching, but it detects

many edges from complicated measured data, such as

bottles in transparent wrapping, and divides them into

many small surfaces. As a results, it fails to detect

packs of bottles.

The second parameter set is adjusted to ignore

small and thin edges. As shown in Figure 6c, when

using the second parameter set, the algorithm success-

fully detects bottles in transparent wrapping. How-

ever, it fails to divide boxes that are touching because

it ignores the relatively thin boundary. Based on this

preliminary trial, we apply each parameter set individ-

ually and integrate the two results as shown in Figure

6d.

3.5 Slight Displacement

This section describes how slight displacement is per-

formed for automatic recovery. As mentioned in

1, package-boundary confidences are used to detect

successful results of object recognition as well as

to switch the process of robot motion. When the

package-boundary confidence is low, slight displace-

ment is conducted so that multiple objects placed ad-

jacent have enough gaps between them (Figure 7).

Then, the object surfaces are estimated again and the

recognition is successful.
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(a) Raw image (b) First parameter (c) Second parameter (d) Integrated results

Figure 6: Two parameter sets for surface estimation. Results of first parameter are divided into many surfaces. Results of
second parameter are undivided for multiple objects.

Slight

displacement

Figure 7: Improvement of recognition by slight displace-
ment.

4 EXPERIMENTS AND RESULTS

4.1 Experimental Setups

In the experiment, we collect datasets of gray-scale

images and point clouds using the vision system of

the depalletizer. The vision system is a TVS 4.0 vi-

sion sensor, a 3D vision head with two cameras and an

industrial projector, with a resolution of 1280 x 1024.

The height of the vision sensor from the floor surface

is 3,200 mm. The 32 types and eight groups of ob-

jects to be recognized are shown in Figure 8. In the

proposed method, these objects are classified into four

categories.

To evaluate the recognition rate of the proposed

method, we selected five pairs of objects from the

SKUs as shown in Figure 8 and arranged them so that

the objects in each pair would be close to each other as

shown in Figure 9. An example of the situation where

the SKUs in one pair of objects are same is shown in

Figure 9a, and that where the SKUs are different is

shown in Figure 9b, respectively. We captured 300

images while changing the gaps between paired ob-

jects to 0 mm, 10 mm, and 20 mm, and applied our

technique to these images.

4.2 Definition of Successful Recognition

A recognition is defined as successful when the robot

picks the correct object. Whether the robot avoids in-

correct picking is determined by the object area of

surface estimation and the confidence whose thresh-

old is set as 0.5 (Table 1). If the object area from the

surface estimation is correct, the recognition is suc-

cessful regardless of the confidence, because when

the confidence is high, the robot picks the object

directly, and when the confidence is low, the robot

slightly displaces the object and the second attempt at

recognition is successful. If the object area from the

surface estimation is incorrect, the result can either be

a success or failure. When the confidence is high, the

robot picks the wrong object and the resulting recog-

nition is a failure, whereas when the confidence is low,

the robot slight displaces the object.

Table 1: Definition of success.

Object area Confidence Result

Correct ≧ 0.5 (high)
Success

(Direct picking)

Correct < 0.5 (low)

Success

(Slight

displacement)

False ≧ 0.5 (high) Failure

False < 0.5 (low)

Success

(Slight

displacement)

4.3 Results

Figure 10a and Figure 10b show example results of

the tests where object pairs with the same and dif-

ferent SKUs were placed close to each other, respec-

tively. There are two patterns of object arrangements

in each figure, and we show the results of two condi-

tions for each pattern in which the gap between a pair

of objects is 0 mm or 20 mm.

Table 2 shows the resulting success rates for the

same and different SKUs. Table 3 shows a com-

parison of conventional methods and the proposed

method. As conventional methods, we used the sur-

face estimation method (Yano et al., 2023), which

does not consider package-boundary confidence. In
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A. Cardboard box B. Branded box C. Wrapped boxes D. Plastic packaging

E. Wrapped rolls of
toilet paper

(d) Pack of bottles in 
opaque wrapping

(c) Pack of bottles in 
transparent wrapping

(b) Object with
holes

(a) General object

G. Wrappedbottles
(with label)F. Wrapped cans

H. Wrapped bottles
(without label)

Figure 8: Rainbow SKUs used in experiments. The 32 types and eight groups of objects are classified into four categories.

(a) Same SKUs (b) Different SKUs
Figure 9: Scenes used for evaluation of the proposed
method.

Table 2: Resulting success rates and frequency of slight dis-
placement.

Condition of

object pairs
Success rate

Frequency

of slight

displacement

Same SKUs

with 0 mm gaps

99.4%

(523/526)
67.9%

Same SKUs

with 10 mm gaps

99.4%

(523/526)
35.6%

Same SKUs

with 20 mm gaps

99.0%

(521/526)
28.0%

Different SKUs

with 0 mm gaps

98.5%

(403/409)
37.0%

Different SKUs

with 10 mm gaps

98.8%

(404/409)
25.8%

Different SKUs

with 20 mm gaps

98.8%

(404/409)
25.5%

Total
99.0%

(2778/2805)
37.5%

this method, we use one of the parameters shown in

Figure 6b and Figure 6c for each experiment, and if

the estimation is false, the recognition would be a fail-

ure.

The proposed method had a high success rate for

32 types of objects, with a total success rate of 99.0 %,

which is higher than that of the conventional methods.

In addition, the frequency of slight displacement was

37.5 % in total.

Table 3 also shows estimation of the increase in

depalletizing time for each condition. In case of task

failure, human intervention is required for recovery

and it takes five times the duration of a successful op-

eration. Additionally, in case of slight displacement,

there is no human intervention, but since two pick-

ing actions are performed for each object, it is esti-

mated to take twice the time. The estimated overall

operation time for all objects in the case of all suc-

cesses can be expressed as Equation (1). In the con-

ventional method, frequency of slight displacement

is 0 %, while in the proposed method, frequency of

slight displacement is calculated at 37.5 %. Increase

of operation time is estimated to be reduced by 35 %

compared to the conventional method.

T = S× 1+(1− S)×4+D×1 (1)

where:

T : Increase of operation time [%]

S : Success rate [%]

D : Frequency of slight displacement [%]
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Figure 10: Examples of confidence calculation results. Yellow and cyan objects have high and low confidences, respectively.
A–H correspond to the eight groups in Figure 8.

Table 3: Comparison between conventional methods and
the proposed method.

Success rate
Increase of time

(Estimated)

1st parameter 74.7 % 176 %

2nd parameter 74.8 % 176 %

Proposed 99.0 % 141 %

4.4 Discussion

The proposed method achieved a high success rate

when two objects were placed adjacent to each other

as shown in Figure 9. However, in a real depalletiz-

ing environment, various objects are stacked on top

of each other as shown in Figure 11. Figure 12 shows

the proposed method applied to the scene shown in

Figure 11b. The top view shows that some objects

were occluded and the confidence could not be calcu-

lated. Therefore, depth information must be consid-

ered when determining the order in which the objects

are picked. By picking objects in order from highest

to lowest, occluded objects are picked later. Also, as

higher objects are picked, the objects at the bottom are

no longer occluded, improving the accuracy of confi-

dence calculation. Hence, by considering robot mo-

tion planning, the proposed method can be applicable

in real depalletizing environments.

The proposed method also revealed the limita-

tions of slight displacement. Slight displacement

contributed to high recognition accuracy, which was

99.0 %. However, the high frequency of slight

displacement still caused a decrease in throughput.

High throughput is crucial for operating depalletiz-

ing robots in warehouses. Reducing the frequency of

slight displacement will need to be addressed in the

future.

(a) View from side (b) View from top

Figure 11: Arrangement of stacked objects.

Figure 12: Resulting scene of stacked objects.

5 CONCLUSION

We proposed a package-boundary confidence estima-

tion method that enables reliable recognition for var-

ious objects in rainbow-SKU depalletizing. The pro-

posed method focuses on the differences in the pack-

age boundary of each type of object. Then we clas-

sified the results of surface estimation into four cat-

egories and calculated the package-boundary confi-

dence using a different technique for each category.

In the experiment, the proposed method demon-

strated a high success rate for 32 types of objects,

with a total success rate of 99.0 %, which is higher

than that of the conventional method.

We also determined that the proposed method is

applicable when various objects are stacked. The in-
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troduction of slight displacement to the depalletizer

system is expected to reduce the frequency of manual

recovery performed by workers.

Our future work includes integrating boundary es-

timation with deep-learning methods to avoid results

with low confidence regardless of correct object ar-

eas. Although our method reduced incorrect pick-

ing, the increase in the frequency of slight displace-

ment caused the throughput of robot automation to

decrease. We also aim to develop more short-time re-

covery methods, focusing on causes of failed recog-

nition.
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