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In this position paper, we propose a new approach to artificial intelligence (Al), involving systems, abbre-

viated MOVEEs, that are capable of generating a verbally enunciated explanation of their actions, such that
the explanation is also correct by construction. The possibility of obtaining a human-understandable, verbal
explanation of any action or decision taken by an Al system is highly desirable, and is becoming increasingly
important at this time when many Al systems operate as inscrutable black boxes. We describe the desirable
properties of the proposed systems, contrasting them with existing Al approaches. We also discuss limitations
and possible applications. While the discussion is mostly held in general terms, we also provide a specific
example of a completed system, as well as a few examples of ongoing and future work.

1 INTRODUCTION

Models based on deep neural networks (DNNs) have
revolutionized artificial intelligence (Al), giving in-
creased performance in many relevant tasks such
as, for example, image interpretation and classifica-
tion (Gupta et al., 2021), data classification in gen-
eral (MacDonald et al., 2022), speech recognition (Li
et al., 2022), and conversational Al, the latter cur-
rently being dominated by large language models
(LLMs), such as, for example, ChatGPT and GPT-4
(OpenAl, 2023).

Due to their large size as well as their non-linear,
distributed computational nature, DNNs are essen-
tially black boxes. That is, their reasoning is nor-
mally not human-understandable. In low-stakes ap-
plications, the black-box nature of DNNS is of little
concern. However, in high-stakes situations involv-
ing, say, healthcare, automated driving, or personal
finance, being able to understand how an Al-system
generated a decision may be of utmost importance,
and may also soon be a legal requirement (Bibal et al.,
2021). Thus, despite the success black-box Al ap-
plications over the last decade or so, there are legiti-
mate reasons for concern when such models are used
in high-stakes applications.

There are two main paths available for overcom-
ing the potential problems associated with black-box
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models: Either attempt to provide post-hoc human-
understandable explanations for the decisions taken
by a black-box model, or instead use a more transpar-
ent (interpretable) type of model in the first place!,
also referred to as a glass-box model. At present,
given the current dominance of DNN-based models in
Al the vast majority of research in this field is geared
towards the first of those two options (referred to as
explainable AI), even though research is also being
conducted on interpretable models (Rudin, 2019).

While DNNs certainly are black boxes, it is not
so that the decision-making in all supposedly inter-
pretable models is easy to decipher. Interpretabil-
ity is per definition a subjective concept: A system
that is clearly interpretable to one person may be very
hard to interpret for another (Virgolin et al., 2021).
Thus, here we propose a novel approach, referred
to as a model with verbally enunciated explanations
(MOVEE), which is interpretable in principle, but
is also augmented with the ability to provide (when
prompted) a clear, verbally enunciated, correct-by-
construction explanation of its decision-making, ren-
dering such a system interpretable also in practice.
The primary aim of this position paper is to propose
the idea conceptually and to describe possible appli-
cations and limitations.

'Note that many researchers use the terms explainable
Al and interpretable AI more or less interchangeably. We
do not, as discussed in Section 2 below.
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We start by a description of various types of Al
systems (Section 2), and then proceed with a defini-
tion of the MOVEE concept in Section 3. In Section 4,
we illustrate the idea by means of one complete, and
fully tested example, which fulfils most of the criteria
of a MOVEE, and therefore acts as a proof of concept.
Furthermore, a few additional examples are given in
the same section, on a more conceptual and tentative
level. This is followed by a discussion in Section 5
and some conclusions in Section 6.

2 AISYSTEMS: TYPES AND
PROPERTIES

There are many kinds of systems (or models; the two
terms are used interchangeably here) in the field of
Al, including, for example, linear regression mod-
els, decision trees, support vector machines, Bayesian
networks, systems based on fuzzy logic, as well as
various versions of neural networks, including DNNs.
In recent years, DNNs have found many uses, in a
wide variety of applications, as exemplified above
(many other examples exist as well). The DNNs in-
volved in those applications share several features:
They are all very large non-linear statistical approx-
imators, with millions or billions of computational el-
ements, and make decisions using a distributed form
of computation, drawing upon huge data sets for their
training. These so-called foundation models (Zhou
et al., 2023) are then typically fine-tuned for use in
specific applications, a process that generally requires
much less data than the original training.

Typically, a DNN is fed with an input example,
for example an image or a set of features pertaining
to a classification task, and the network then outputs
a probability distribution over the set of possible out-
puts (classes) available. However, what happens in
between, that is, the concerted action of the many
huge layers of the DNN, typically remains completely
opaque to a human observer, who would be unable to
follow the millions or billions of non-linear calcula-
tion steps carried out by the DNN.

Now, in many applications, all that matters is the
accuracy of the output, rather than the possibility (or
lack thereof) of interpreting how the DNN arrived at
its decision. This is especially true in low-stakes ap-
plications, such as, for example, restaurant recom-
mendations, movie reviews, automated selection of
music tunes, the action of characters in a (casual)
computer game, Al-generated art, and so on, where
an occasional error has little or no serious impact on
any user. Moreover, in conversational Al, the LLMs
that were recently publicly released, such as Chat-
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GPT, are excellent tools for generating, for example,
a draft text that does not require exact factual correct-
ness (see also below).

However, there are also high-stakes applications,
where an error may have severe impact on the health
or well-being (physical, mental, financial, and so on)
of various stakeholders, particularly the users of the
system, but also the developers. Such applications
include, for example, credit scoring, automated driv-
ing, recidivism prediction, and many health-related
applications (e.g., classification of MRI scans or other
medical images).

Turning to conversational Al, one also finds
many high-stakes applications: Whereas a black-box,
LLM-based chatbot can perhaps be entrusted with
a casual conversation with a patient, using it as a
counsellor or in any other situation where it is sup-
posed to give medical advice (unsupervised) would
be fraught with danger (Daws, 2020). In fact, Chat-
GPT has already been extensively evaluated in a va-
riety of contexts, such as medicine (Vaishya et al.,
2023), law (Choi et al., 2023), scientific writing, and
so on, many times with very impressive results, but
often also with catastrophic failures (Borji, 2023), for
example its propensity to cite non-existing papers in
scientific writing (Tyson, 2023).

Thus, in addition to the advantages that DNNs
bring, there are also several disadvantages, the most
important being their black-box nature. This is mani-
fested in various ways, one of them being what one
could call a lack of common sense, where DNNs
sometimes make completely unexpected catastrophic
errors; see, e.g., (Eykholt et al., 2018). In these situa-
tions, the main problem is perhaps not the error itself:
Any Al system (and indeed any human) makes errors
from time to time. The problem is instead that the
black-box nature of DNNs makes it difficult to ascer-
tain that such errors will not occur again, in critical
situations. Once identified, a specific error can per-
haps be removed by further training, but any number
of other, similar errors may still lurk in the opaque
interior of the black box.

Moreover, the sheer size of the data sets involved
in the training of many DNNs (e.g., the foundation
models mentioned above) implies that it is nearly im-
possible to curate the data sets before they are used
in DNN training, meaning that the training data sets
may (and often do) contain unwanted biases, e.g., sex-
ist, racial, or other biases, which can then be perpet-
uated by being incorporated in the vast interior of the
DNN (Bender et al., 2021).

As mentioned in Section 1, there are two main
approaches for dealing with the problems outlined
above. The first approach is so-called explainable
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Al (Angelov et al., 2021), where one attempts to pro-
vide post-hoc, human-understandable explanations
for the decisions taken by black-box models, primar-
ily DNN-based ones. A diverse set of methods has
been defined within this framework, involving tech-
niques such as saliency maps, LIME (Ribeiro et al.,
2016), SHAP (Lundberg and Lee, 2017), and others.
In many cases, explainability involves the use of a
secondary, simpler model that is supposed to approx-
imate the primary (black-box) model and to provide
an explanation for its actions. While that is a laud-
able aim, the explanations thus obtained are typically
only partial, sometimes contradictory (Krishna et al.,
2022), and sometimes unreliable (Slack et al., 2020).
In many cases it is unclear whether explainability re-
ally explains anything at all (Rudin, 2019).

One may further argue that if indeed a simpler
model can do the job, why does one even need the
primary model? Either the simpler model can ap-
proximate the primary one with high degree of accu-
racy, in which case the primary model would not be
needed, or else the simpler model cannot accurately
represent the primary one, in which case the use of
the secondary model is fraught with danger and the
explanations that it provides are not likely to be very
useful or accurate, in many cases.

An alternative approach would be to avoid black-
box models altogether in applications involving high-
stakes decisions, as advocated by (Rudin, 2019), and
instead use interpretable methods. Here it is impor-
tant to pause for a moment to clarify and contrast the
two terms explainability, on the one hand, and inter-
pretability on the other, since many authors use these
terms more or less interchangeably.

In our view this is unfortunate, since each term has
an important role to play and, at least by our definition
below, the two terms pertain to different classes of
systems. We (and others) define explainable Al as the
set of methods and processes that aim to explain var-
ious aspects of black-box models, especially DNNs,
mainly on a post-hoc basis. By contrast, we define in-
terpretable Al the use of glass-box systems that con-
sist of human-interpretable primitives (components)
such as, for example, if-then-else rules. Examples of
such systems include decision trees, linear regression
models, (some) systems based on fuzzy logic, and so
on, as well as modified and augmented versions of
those systems (Wahde et al., 2023).

It should be noted that, in the specific case of im-
age recognition, there are also systems that make use
of interpretable prototypes (Chen et al., 2019; An-
gelov et al., 2021) that provide a sort of interpetabil-
ity for the DNNs in question. However, it is not clear
how such approaches would generalize to the case of

language processing, for example.

We also remark that, while black box (DNN) mod-
els have improved performance strongly in many Al
tasks, it is not so that such models always outperform
interpretable models, as exemplified by (Rudin and
Radin, 2019). Moreover, in cases where DNN-based
models are compared with interpretable ones, the
comparison often involves the most recent state-of-
the-art DNN versus standard, off-the-shelf versions
of interpretable models, a comparison that the DNN
generally wins hands down; by contrast, as exem-
plified in (Wahde et al., 2023), if some effort is ap-
plied in order to improve and fine-tune also the in-
terpretable models, the performance gap can be re-
duced significantly, and perhaps even eliminated, at
least for some tasks. In comparing black-box mod-
els and interpretable ones, it is also not necessarily
only performance (accuracy) that matters: Even if a
black-box model slightly outperforms an interpretable
model, the latter could still be the better choice, tak-
ing transparency and accountability into account, as
is generally required in applications involving high-
stakes decision-making.

However, even a supposedly interpretable model
may not always be easy to understand (Angelov et al.,
2021; Virgolin et al., 2021), given that the process of
understanding a decision or a statement is a subjective
one. Furthermore, even if a system consists of com-
ponents that are easily interpretable in principle, the
overall interpretability of the system as a whole may
be significantly reduced if, say, the number of compo-
nents is large or if there are many decision variables.
Thus, one may argue, as indeed we do here, that an Al
system should ideally be able to provide a clear verbal
explanation of its reasoning, such that the explanation
is correct by construction.

The latter condition is crucial for the concept to be
meaningful: While an LLM-based chatbot will hap-
pily provide a sequence of words when asked for an
explanation of an earlier statement, there is no guar-
antee that the explanation (or the original statement,
for that matter) is correct, as such systems are prone
to embarking on incoherent rants, referred to as hallu-
cinations (Zhang et al., 2023), with little factual cor-
rectness, a problem that can be alleviated by means
of so-called retrieval augmented generation (Lewis
et al., 2020), but probably not eliminated altogether.
By contrast, the MOVEEs proposed here will, by con-
struction, provide only factually correct verbal ex-
planations of their reasoning, albeit perhaps less elo-
quently than an LLM-based chatbot.
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3 THE MOVEE APPROACH

Here we propose a novel approach, involving models
augmented with the ability to provide (if prompted)
a clear, verbal explanation of their decision-making.
These models, for which the acronym MOVEE is
used (as introduced above), consist of distinct compo-
nents, each of which has the capability of generating
its own verbal explanation that, moreover, is correct
by construction: It simply describes what the compo-
nent does, without approximation. A simple example
of such a component is one that sorts a list of ele-
ments, in which case the explanation involves a static
part (I sorted the list of ...) and a dynamic, context-
dependent part, involving a specification of the kind
of elements contained in the list; see also Figure 1
and the discussion in Section 5.

By presenting, in sequence, the partial explana-
tions obtained from each component, an overall ex-
planation for the entire system (or, rather, its decision-
making) can be generated. The definition of the
MOVEE concept is relevant for systems that mostly
process information sequentially, rather than in a par-
allel, distributed, and non-linear fashion as in DNNs,
and where each component is sufficiently high-level
so that an explanation makes sense to a human user.

We hasten to add that defining such systems may
be difficult or even impossible in many cases. The pri-
mary aim of this position paper is instead to propose
the idea conceptually and to describe, by means of
the examples below, the advantages of the MOVEE
concept in those cases where such systems can rea-
sonably be implemented and applied.

Another important issue concerns learning in
MOVEEs. In the first example below, the agent
was generated by hand-coding. However, in current
work, an automated learning approach is being im-
plemented, using a form of symbolic regression com-
bined with evolutionary algorithms, making it possi-
ble to apply a data-driven approach, while maintain-
ing all the relevant aspects of the MOVEE.

4 EXAMPLES

This section exemplifies the MOVEE concept. First,
an existing implementation is described. Next, some
potential future applications are described.

4.1 An Implemented Example
In (Wahde and Virgolin, 2023), a system was imple-

mented that exhibits most of the features defining a
MOVEE, even though the MOVEE concept itself was
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I = o )
| Which is the second largest city in France? |

It is Marseille.

How did you conclude that?

I found all instances of "country". From the list of countries, I

extracted the element pertaining to France. After that, I got the

list of cities. Subsequently, I sorted the elements in that list in

descending order, based on population size. From this list, T

retrieved the second element. From this element, I got the

name, which turned out to be Marseille.
Figure 1: A simple example of an automatically gen-
erated explanation by a task-oriented agent based on
DAISY (Wahde and Virgolin, 2023).

not introduced at the time. The system in question is
a dialogue manager for task-oriented conversational
agents, i.e., systems that, unlike the currently popular
LLM-based chatbots, are intended for conversations
with high precision, over a limited set of tasks. Thus,
such systems can be applied in high-stakes interac-
tions where the factual correctness of the agent’s an-
swers is more important both than its human likeness
and its ability to conduct a conversation over almost
any topic (as is instead possible with systems such as
ChatGPT). In these cases, it is likely that, from time
to time, the user will want to have a clear, step-by-
step, verbal explanation of a statement, response, or
suggestion offered by the agent.

The conversational system (called DAISY) de-
scribed by (Wahde and Virgolin, 2023) is capable of
providing such an explanation, if prompted by the
user. The so-called cognitive processing in DAISY,
i.e., the part where the agent determines what to say
(usually in response to user input), is structured as a
sequence of generic elementary operations (referred
to as cognitive actions), each associated with a dy-
namically formulated verbal explanation, which takes
into account the variables associated with the user’s
input and the agent’s own output, as exemplified in
Figure 1. The explanation for each operation is cor-
rect by construction, as it simply amounts to a ver-
bal enunciation of what the component actually does,
without any approximation. Thus, whenever the agent
formulates its output, a full explanation of the process
is automatically generated as a by-product, ready to
be presented to the user upon request.

However, the implementation in (Wahde and Vir-
golin, 2023) was a preliminary one, and it was tested
and illustrated as a proof-of-concept in rather basic
conversations on, for example, hotel reservations or
geography; see Figure 1.
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4.2 Examples of Potential Applications

Here, two potential applications are described, in
some detail but also in a tentative and preliminary
way, given that those applications have yet to be im-
plemented. There are, of course, also other potential
applications, which are briefly discussed in Section 5.

4.2.1 Automated Driving

The automotive industry is undergoing a transforma-
tion worldwide, involving two main trends, namely
electrification and automated driving (Parekh et al.,
2022). Already now, automated driving occurs in con-
trolled environments (such as work yards and mines)
and also, to a lesser degree, in normal traffic.

In this major transformation, safety is a paramount
concern, especially in the transition phase where hu-
man driving is gradually phased out. Yet, much work
in this field is centered on the use of black box mod-
els, such as DNNs. Some even envision end-to-end
approaches, in which a DNN handles every step from
perception (via onboard sensors, such as cameras and
lidars) to action (acceleration and steering), the ratio-
nale being that, even though such systems are black
boxes and sometimes fail in unexpected and unpre-
dictable ways, they may still reduce the number of
road accidents, bearing in mind that human drivers
also fail in similar ways, from time to time. However,
the predicted safety improvement is far from certain.
For example, a DNN that recognizes road signs (and
then acts accordingly) may achieve near-perfect per-
formance over its test set, yet may fail spectacularly
when encountering road signs with rather small per-
turbations (such as an added sticker) that would not
fool a human driver (Eykholt et al., 2018).

In any case, this is a field where especially the
developers of automated functionality would benefit
from an approach centered on a (yet-to-be-developed)
MOVEE. This approach would not exclude the possi-
bility of using DNNs as components, for example in
image recognition. However, in a MOVEE-based ap-
proach the system would not operate in an end-to-end
fashion, but would instead be divided into modules.
As a minimum, there would be one perception mod-
ule, one planning module, and one module for taking
action, each with the ability to provide explanations.

As a specific example, consider a case where a
DNN-based image recognition system mistakenly in-
terprets a stop sign covered with a sticker (or defaced
in a similar manner) as something else, such as a
speed limit sign (Eykholt et al., 2018). Assume also
that the system is arranged as a MOVEE, as described
above. In this case, when the vehicle is tested in a sim-
ulated environment, such as a high-fidelity simulator

of the kind typically used in the vehicle industry, the
following conversation might ensue, either in written
or spoken form:

Developer: You missed the stop sign!

Vehicle: I did not see a stop sign.

Developer: How did you interpret the most recent
road sign that you passed?

Vehicle: It was a speed limit: 50 km/h

At this point, the developer can pinpoint the error,
stop the simulation, and take corrective action, either
improving the DNN by further training or in some
other way altogether. Without a MOVEE, the devel-
oper would have to sift through the program code and
its output logs, to find the reason for the error?.

In addition to developers, the users (passengers)
of automated vehicles could also benefit from a
MOVEE-based approach. For example, if the vehi-
cle does something unexpected, the user may wish to
obtain a reassuring explanation. As a specific exam-
ple, consider the case of fuel-consumption minimiza-
tion, where a vehicle, driving over a hilly road, mod-
ulates its speed in order to minimize fuel usage, an
application that has been considered for heavy-duty
trucks (Torabi and Wahde, 2017) but which could also
be generalized to cover passenger vehicles. In some
cases, the acceleration or deceleration may not always
make immediate sense to the occupants of the vehicle.
Thus, with a MOVEE-based approach, the following
conversation might take place:

User: Why did you just accelerate?

Vehicle: I accelerated in order to gain some speed be-
fore the uphill climb that we will encounter in 2 km.
This will save some fuel.

At this stage, being implemented in a production ve-
hicle, the system should already operate as intended;
it should not be the job of the passenger to debug its
functionality, but she or he may nevertheless want an
explanation for the actions taken by the vehicle.

4.2.2 Safety at Sea

In parallel with the trend towards automated driving
on roads, a similar transformation is taking place in
the maritime environment (Veitch and Alsos, 2022).
This development has not yet gone as far as in the
case of road vehicles, but it is likely to follow a simi-
lar trajectory in the years ahead. One may argue that

20f course, many computer programs can provide error
messages, but they are not always easy to interpret, unlike
the verbal explanations exemplified above.
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Rule 7 (risk of collision) will apply.

Assuming no speed or course corrections, in 10 minutes and 22 seconds Ship B will enter our CPA ellipse.

We will have Ship B on our starboard side, and must therefore take action. Rule 15 (crossing situation) will apply.

Figure 2: An example of an explanation given by a MOVEE in response to a request (not shown) by the captain of ship A.

the case of maritime applications is every bit as im-
portant as that of road vehicles, especially since (i) at
sea, vessels may approach each other from any angle,
making it a very complex environment, especially in
narrow passages in the vicinity of large cities, where
larger vessels may share the environment with many
smaller vessels, such as ferries and recreational boats;
(i) the potential effect of collisions can be even more
severe than for road vehicles, for example in the case
of a collision between two oil tankers.

In the maritime environment, vessels are required
to follow the Convention on the International Regula-
tions for Preventing Collisions at Sea (COLREGsS) 3
that determine, among other things, the actions (if
any) that a vessel should undertake when encoun-
tering other vessels. Applying these rules is not al-
ways easy, especially in cases involving three or more
vessels in close vicinity of each other. This is thus
another case where a MOVEE may be useful, per-
haps more as a decision-support system for the cap-
tain of a vessel than for automated decision-making,
even though a transition towards the latter may be-
come a reality eventually. A basic example is shown
in Figure 2, where the captain of ship A has asked a
MOVEE to explain what needs to be done as ship A
encounters another ship (B). In current work, we are
implementing a MOVEE for handling situations such

3https://www.imo.org/en/About/Conventions/Pages/
COLREG.aspx
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as the one shown in Figure 2.

S DISCUSSION

In addition to the examples given above, there are
many other applications where systems that provide
correct-by-construction, verbal explanations can be
useful. For example, one may argue that interac-
tive systems in healthcare and elderly care (MacDon-
ald et al., 2022), as well as risk-management sys-
tems that make decisions on whether or not to grant a
loan (John-Mathews, 2022), should be able to provide
a clear verbal explanation of their decision-making.

However, implementing such systems may be
challenging in many cases. First of all, a require-
ment for applying a MOVEE, as defined here, is that
the decision-making should be divisible into a se-
quence of elementary operations, something that re-
quires quite a different approach than the end-to-end
style processing that occurs in (some) DNN-based ap-
plications, and may not always be feasible.

Such a division was natural in the implemented
example given in Section 4.1, where the required
steps (cognitive actions) involved sequences of sim-
ple operations, like finding elements (in memory) that
fulfilled certain criteria, sorting lists of elements, ex-
tracting attributes from elements, as well as mathe-
matical set operations (unions, intersections, and so
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on). While many of those operations are likely to
be useful in other cases as well, extensions will be
required when considering other applications. For
example, in an automated driving context (see Sec-
tion 4.2.1), the set of operations will also have to in-
clude those that are relevant for driving, such as ac-
celerating, steering, braking, processing traffic sign
information, and so on, and the system as a whole
must consist of sequences of such operations. Writ-
ing these operations may not always be easy, espe-
cially since their associated verbal explanations are
not static but depend on variables pertaining to the sit-
uation at hand; see also the conversation in Figure 1,
where the explanation involves information both from
the user’s question and the agent’s response.

Second, even if each elementary operation is ca-
pable, by construction, of providing a correct expla-
nation of its actions, in order to be useful a MOVEE
must also make sure that the complete explanation
(presented to the user) is brief enough to be clear. For
example, some decision-making may involve loops,
where a given operation is repeated a number of
times. In such cases, it would not make sense to
present every iteration in the loop step-by-step (as in:
I did action A, then incremented the counter by one,
then did A again, then incremented the counter by one
and so on) but rather to summarize the explanation (as
in: I iterated action A ten times.).

Third, one may also wish to make the explana-
tions as natural as possible. For example, while the
explanation in Figure 1 is abundantly clear and, due
to recent improvements, less robotic than the original
explanation presented in (Wahde and Virgolin, 2023),
it is still not completely natural, compared to the ex-
planation that a human may give in the same situation.
Thus, a MOVEE should also strive to make its expla-
nations as condensed as possible, without loss of clar-
ity. However, it should be noted that the naturalness
of the explanations is (in our view) less important than
their correctness. Moreover the interactions between
a MOVEE and its users is typically rather elementary
and entirely focused on providing explanations of the
decision-making; unlike a chatbot, a MOVEE is not
intended for general discussions on any topic.

Thus, while the implementation of a MOVEE for
a given application may encounter plenty of diffi-
culties, there are also many benefits associated with
the possibility of obtaining clear, verbal, correct-
by-construction explanations for the actions planned,
suggested, or taken by an Al system, perhaps espe-
cially for the developers of such systems. We also re-
mark that, even though a MOVEE will, per definition,
consist of a sequence of well-defined and separate el-
ementary operations, the use of black boxes within

such a system is not excluded, as exemplified in con-
nection with the first conversation in Section 4.2.1.

Finally, we also note that MOVEEs may have
many benefits regarding legal requirements on Al sys-
tems. For example, in cases where a MOVEE con-
trols an automated vehicle, one may add a require-
ment that the system should log all the explanations
(of its decision-making) so that, in case of an inci-
dent or accident, the log can be made available to var-
ious stakeholders, such as the police, insurance com-
panies, the vehicle manufacturer, and so on.

6 CONCLUSIONS

We have proposed an approach involving Al systems
that consist of sequences of elementary operations,
such that each operation is associated with a verbally
enunciated explanation, which is correct by construc-
tion, paving the way for safe and accountable uses
of AIl. We have discussed a proof-of-concept imple-
mentation of such a system, and also proposed addi-
tional applications while, at the same time, acknowl-
edging that such systems may not be suited for all
applications. We conclude, however, that the bene-
fits of being able to obtain a clear, verbal explana-
tion for the decisions taken by an Al system should,
in many cases, easily offset the difficulties associated
with defining and implementing such a system, not
least bearing in mind current and upcoming legal re-
quirements.
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