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Abstract: Tenebrio molitor worms have shown extreme nutritional benefits, as they contain useful natural compounds, making them worth as an alternative food source. It is beneficial for insect farms to have automated mechanisms that can detect these worms. Without an explicitly annotated dataset, the task of detecting tenebrio molitor worms remains challenging and underdeveloped. To address this issue, we introduce TenebrioVision, which is a fully annotated dataset, suitable for the detection and segmentation of tenebrio molitor larvae worms. The data acquisition is performed in a controlled environment. The dataset consists of 1,120 images, with a total of 53,600 worm instances. The 1,120 images are equally distributed on 14 distinct levels, each level containing a specific number of tenebrio monitor larvae worms. The dataset is validated in terms of mean average precision, memory allocation, and inference time, on several state-of-the-art baseline methods for both detection and segmentation purposes. The results unequivocally show that the detection and segmentation accuracy is high on both TenebrioVision and real farm images.

1 INTRODUCTION

With the world’s population expected to reach 9.7 billion by 2050 (Desa, 2019), the high demand for animal protein, without the detrimental environmental effects of animal husbandry, poses significant challenges for global food production. The available food stocks are limited and will eventually become insufficient to meet this demand. These core factors have initialized the development of the appropriate industrial production systems (Van Huis et al., 2013).

Insects have a high feed conversion efficiency, low greenhouse gas emissions, high-quality protein, and require overall fewer resources to produce than other animal proteins. Moreover, they can be produced on a larger scale than traditional livestock. For these reasons, several research studies (Ghaly et al., 2009; Oonincx and De Boer, 2012; Brandon et al., 2021)
have highlighted the benefits of using insects as an alternative source of animal protein for human consumption. The yellow mealworm, also known as Tenebrio molitor, has demonstrated significant potential for human consumption. There are four development stages of this species: Eggs, larvae, pupae, and adults. Tenebrio molitor larvae is typically the preferred stage in many countries where insects are consumed (Stoops et al., 2016; Siemianowska et al., 2013). It is a valuable source of protein and minerals, easy to maintain, and can be harvested at an earlier stage of development. Several studies (Costa et al., 2020) and (Kröncke and Benning, 2022) have shown that Tenebrio molitor includes a nutritional composition similar to other conventional meat sources. Therefore, the European Commission implementing regulation 2023/58 (of the European Union, 2023) has officially authorized the placing on the market of frozen, paste, dried, and powdered larvae of Alphitobius diaperinus (minor mealworm) as a novel food.

Tenebrio molitor, in its larvae development stage, is therefore becoming increasingly popular for farming and raising edible insects, which highlights the need for standardized and cost-effective production techniques. There are already insect farms operating in numerous countries, but their production systems lack efficient and scalable automation processes (Grau et al., 2017), which can be supported by computer vision and machine learning technologies. Tenebrio molitor breeding procedures, such as feeding, wetting larvae, classifying larvae by size, harvesting chitinous moult, and finally harvesting larvae and separating them from impurities, should be automated and monitored in order to be profitable. The amount of manual labor required by current farming methods prevents them from being used for industrial-scale production.

In this paper, a publicly available dataset called “TenebrioVision” is introduced, which is a comprehensive, and fully annotated dataset for Tenebrio Molitor larvae insects in a controlled environment. TenebrioVision dataset consists of 1,120 images of 53,600 tenebrio molitor instances annotated for both object detection and instance segmentation purposes (figure 1). Every image is taken in a controlled setup by a UI camera (UI-3884LE, 2021). The resolution of each frame is 3088 x 2076 pixels. The dataset is distributed in 14 different levels, depending on the number of tenebrio molitor instances inside the crate, as shown in figure 4. It should be noticed that localizing insects in the visual scene at the level of the instance mask is a fundamental step that enables further quality analysis in the field. The significance of TenebrioVision dataset is then validated by running several state-of-the-art baseline methods for detection and instance segmentation. The intention for experimenting with several SoTA models is to compare both the detection/segmentation efficiency, but also their inference time on the TenebrioVision dataset. A quick inference time can be a vital asset in the farm industries, thus a comprehensive comparison is necessary. Lastly, the high-value features learned from TenebrioVision are tested on farm images, taken from a variety of real farm industry environments, some of them containing a huge amount of tenebrio molitor insects, uncountable even by an insect expert’s human eye.

By making this dataset available to the public, it is believed that the following aspects will be positively impacted:

- To the best of our knowledge, the TenebrioVision dataset is the first fully annotated dataset that includes the tenebrio molitor larvae insects for detection/segmentation tasks at a large scale.
- The TenebrioVision dataset can address challenges associated with automated insect breeding and production (Cadini et al., 2020).
- It can also serve as a small object detection/segmentation benchmark for researchers and industry professionals for a variety of computer vision tasks.
- Rich features learned by state-of-the-art models from the augmented TenebrioVision dataset, proved to be substantial in real-case scenarios, surpassing expert human-eye capabilities.

2 RELATED WORK

2.1 Insect Related Datasets

Popular datasets like ImageNet (Deng et al., 2009) and COCO (Lin et al., 2014) that include different classes of animals have been developed over the years for a variety of computer vision tasks, such as image classification and object detection - segmentation, respectively. The interest in building specialized datasets that are only concerned with animal species has grown in recent years. Datasets like iNaturalist (Van Horn et al., 2018), which currently contains over 415,000 species of animals, Animal Kingdom dataset (Ng et al., 2022) containing 850 species across 6 major animal classes, and others (Beery et al., 2021; Gagne et al., 2021; Cao et al., 2019) have a major contribution to analyzing animal behavior. Some datasets are devoted exclusively to one or a few animal species.
Regarding solely insects, there are datasets like (Van Horn et al., 2018; Hansen et al., 2020; Wu et al., 2020) that include large amounts of insect images. Yet, there have not been many attempts to study insect datasets resembling tenebrio molitor worms in the larvae stage, which is the nutrition-preferred one as the ingredient for the EU foods. Efforts have been made by (Hebert et al., 2021) to create synthetic images of worm posture, which would avoid the need for human-labeled annotation. Other researchers (Husson et al., 2018) and (Pereira et al., 2019) have developed tools for analyzing their pose and behavior. However, due to the nature and characteristics of real tenebrio-molitor worms, these approaches cannot be effective in real-world schemes.

Furthermore, regardless of whether Tenebrio molitor is present at its larvae stage or not, all of the existing datasets contain a small amount of the particular tenebrio molitor and are primarily used for animal classification tasks. The development of techniques for examining Tenebrio Mollitor’s general characteristics is severely hampered by this barrier. Thus, the need for tenebrio molitor images for both image detection and segmentation tasks emerges. There are two small, yet preferable datasets regarding tenebrio molitor worms in the larvae development stage (egg detection mixed eggs, 2022) and (Probst, 2023). The first one classifies the images of live or dead tenebrio molitor and also detects the worms. Both of them can be found in Roboflow (Dwyer, ). However, they feature only a limited sample of tenebrio molitor images. These datasets are annotated solely for object detection and typically showcase just a single insect per frame, failing to represent authentic farming conditions. In a recent paper (Majewski et al., 2022), the authors made a multipurpose monitoring system for Tenebrio molitor breeding. Tenebrio molitor larvae, pupae, and beetles are all detected by the instance segmentation module (ISM), which also detects dead larvae and pests as anomalies. From the acquired image, the semantic segmentation module (SSM) extracted feed, chitin, and frass. Additionally, the Larvae Phenotyping Module (LPM) computes features for both the population as a whole and each individual larva (length, curvature, mass, segmentation, and classification). However, due to the difficult process of annotation and the need for a multipurpose monitoring system, they present only 120 total labeled images, including 1026 live tenebrio molitor larvae instances among others. These images do not all contain the tenebrio molitor insect in the larval stage. Also, these images are not publicly available.

A comparison of the aforementioned domain-specific datasets is presented in table 1. For each dataset, the total number of worm images, the total number of tenebrio molitor worm images and the purpose that this dataset accomplishes (classification, detection, segmentation) are provided. It is shown that even though there are large datasets that contain many worm images (iNaturalist (Van Horn et al., 2018), IP102 (Wu et al., 2020)) there is a limited number of tenebrio molitor images on the larvae development stage. On top of that, all these datasets either contain limited (Majewski et al., 2022) or no data at all for the segmentation task.

Given the aforementioned factors, it becomes evident that a direct and equitable comparison between these datasets and TenebrioVision, in terms of performance, is not feasible.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Worm Images</th>
<th>Tenebrio molitor larvae</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>iNaturalist (Van Horn et al., 2018)</td>
<td>436,200</td>
<td>1,620</td>
<td>X</td>
</tr>
<tr>
<td>IP102 (Wu et al., 2020)</td>
<td>6,850</td>
<td>-</td>
<td>X</td>
</tr>
<tr>
<td>Larvae Dataset in roboflow (Probst, 2023)</td>
<td>179</td>
<td>179</td>
<td>-</td>
</tr>
<tr>
<td>Mealworms Dataset in roboflow (egg detection mixed eggs, 2022)</td>
<td>518</td>
<td>518</td>
<td>X</td>
</tr>
<tr>
<td>Multipurpose monitoring system (Majewski et al., 2022)</td>
<td>120</td>
<td>120</td>
<td>X</td>
</tr>
<tr>
<td>TenebrioVision</td>
<td>1,120</td>
<td>1,120</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Comparison of various domain-specific datasets.
2.2 Vision Based Methods for Insect Analysis

Large strides have been made in the field of object detection in images, particularly with algorithms based on deep learning, which are typically divided into two categories: Two-stage detectors (methods based on the region proposal network), like Faster R-CNN (Girshick, 2015) and Mask R-CNN (He et al., 2017), and one-stage detectors like YOLO (Redmon et al., 2016), SSD (Liu et al., 2016).

Various models such as Mask R-CNN (He et al., 2017) and YOLO-V5 (Jocher, 2020) have been explored by researchers for the detection and segmentation of worms (Majewski et al., 2022). However, given the specific requirements of accuracy and rapid inference time in the context of insect farms, an extensive evaluation of five state-of-the-art baseline models is conducted in the TenebrioVision dataset. These models included Mask R-CNN (He et al., 2017), EfficientDet (Tan et al., 2020), YOLO-V7 (Wang et al., 2022), YOLO-V8 (Jocher et al., 2022) and the current state-of-the-art YOLO-NAS (Aharon et al., 2021).

3 TenebrioVision DATASET

Detailed information about the TenebrioVision dataset, which comprises a large collection of high-quality images of Tenebrio molitor larvae worms in various poses and orientations are discussed in detail in this section.

3.1 Experimental Setup

The TenebrioVision dataset is collected using a custom-designed setup consisting of a crate in a controlled environment and a UI-3884LE-C-HQ camera (UI-3884LE, 2021) placed above it. The UI camera is chosen because it offers 3088 x 2076 pixel resolution at frame rates up to 58.0 fps even under low-light conditions and the focus can be conveniently adjusted. The tenebrio molitor worms are placed inside a crate with a spatial field of view of 20cm x 30cm, which is exactly a quarter of the crate’s spatial field of view, as it is presented in figure 2. The quarter of the crate, as a spatial field of view, of the UI camera was chosen experimentally in order to capture the 3088x2076 pixel resolution. By taking into account the following equation (1) from (Fulton, 2015), it is concluded that 38 cm is the ideal height to set the camera from the crate:

\[
D(cm) = \sqrt{\frac{Q \times F}{H}}
\]

where D is the camera’s distance from the crate in cm, Q is the Quarter crate’s size: 20cm x 30cm, F is the Focal length of the camera: 9.6 mm and the H is the Object height on the sensor, which is actually the optical size of the camera sensor: 7.411mm x 4.982mm according to UI-3884LE-C-HQ specifications (UI-3884LE, 2021).

3.2 Dataset Acquisition

The Tenebrio molitor larvae worms are placed inside the crate and allowed to move freely for a few seconds
Figure 3: TenebrioVision dataset statistics. (a) Train, validation and test split of TenebrioVision dataset with respect to both the total number of instances and the total number of images. (b) This pie chart portrays the distribution of TenebrioVision’s levels among the entire dataset.

while being captured by the UI camera. More particularly, a 30-second video is recorded and processed to only obtain the first and last frames. This choice is made because worm position and orientation between the first and last images are likely to differ significantly ensuring that there are no identical images in the dataset, thus providing no bias. When the desired number of images has been obtained, the process is complete.

In order to capture the ground truth illumination inside the crate, which is crucial for accurately representing the colors of the worms, the specifications of the UI camera are modified. Specifically, the sensitivity is increased and the white balance settings are adjusted for the purpose of capturing the true colors of the larvae.

In order to guarantee that only live Tenebrio molitor larvae are included in the dataset throughout the experimental process, the worm specimens are consistently provided with adequate nutrition and temperature control. This procedure enables the collection of rich, representative data so that the deep learning approaches will learn features associated only with live tenebrio molitor worms.

The captioning framework is initialized after the camera setup. In order to have a balanced distribution of the images across the dataset, 14 levels are formed, according to the number of worms inside each image. Each level contains 80 images. There are 14 levels: 10, 15, 20, 25, 30, 35, 40, 45, 50, 60, 70, 80, 90, and 100 as it is demonstrated in the figure 4. In essence, level 45 has 80 images, and each image includes 45 worm instances. Figure 3b depicts the proportion of each level to the total number of worm instances in the TenebrioVision dataset. In total, the TenebrioVision dataset includes 1,120 images, and each image has a resolution of 6 Megapixels.

3.3 Dataset Annotation

Annotation is performed using Datatorch (Nguyen, 2020) by drawing precise segmentation masks covering each tenebrio molitor worm in all frames. Tenebrio molitor larvae’s high level of articulation and potential occlusion in crowded environments lead to an increased annotation effort. Without accounting for the overhead, annotating 1,120 images with segmentations masks and bounding boxes for the TenebrioVision dataset took more than 373 human hours of annotation time. The dataset is publicly available here: https://vcl.iti.gr/dataset/TenebrioVision/.

3.4 Dataset Split

TenebrioVision. To enable the reproduction of the experimental results, a 75:15:10 split is followed, for the training, validation, and test set, respectively, as shown in figure 3a.
Figure 4: Levels of the TenebrioVision dataset. There are 14 levels. The numerical value assigned to each level indicates the cumulative count of tenebrio molitor worm instances captured in the corresponding images at that level. Each level has 80 images, totaling 1,120 images. For example, we have 80 images for level 90, and every image at level 90 contains only 90 tenebrio monitor worms.

4 EXPERIMENT AND EVALUATION

In this section, the performance of TenebrioVision dataset is evaluated on various state-of-the-art object detection and instance segmentation models. The images in the training set are resized to each baseline setup, always trying, if possible, to maintain the aspect ratio of 6 Megapixels. The performance of each model is evaluated based on mean average precision (mAP), inference time, and memory allocation. These evaluation metrics are chosen because they are essential indicators of the final product’s quality in automated farming. Finally, a qualitative evaluation of images provided by real insect farms is presented. All experiments are conducted on the NVIDIA GeForce RTX 3090 GPU with 24GB memory.

4.1 Quantitative Evaluation

The five baselines baseline models used are Mask R-CNN (He et al., 2017), EfficientDet (Tan et al., 2020), YOLO-V7 (Wang et al., 2022) and YOLO-V8 (Jocher et al., 2021) for both object detection (OD) and instance segmentation (IS) tasks and the YOLO-NAS (Aharon et al., 2021). Mask R-CNN is conducted using the Detectron2 (Wu et al., 2019) framework. Detectron2 is preferred over the original implementation (Matterport Mask R-CNN (Abdulla, 2017)) due to its improved performance and flexibility. The implementa-
Figure 5: Experiment results on TenebrioVision’s dataset test set. On top, there are predictions regarding object detection on different levels of the dataset, and below there are predictions regarding instance segmentation on different levels of the dataset.

Table 2: Detection and segmentation results on the test set of TenebrioVision using different state-of-the-art models. We evaluate the mAP@0.5:0.05:0.95 and mAP@0.75 for the bounding box and the mask. Empty objects on the table indicates that the model performs only object detection.

<table>
<thead>
<tr>
<th>Methods</th>
<th>mAP @bbox</th>
<th>mAP @75_bbox</th>
<th>mAP @bbox</th>
<th>mAP @75_mask</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask R-CNN</td>
<td>0.781</td>
<td>0.954</td>
<td>0.654</td>
<td>0.776</td>
</tr>
<tr>
<td>EFFICIENTDET</td>
<td>0.787</td>
<td>0.926</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>YOLO_V7_OD</td>
<td>0.842</td>
<td>0.93</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>YOLO_V8_OD</td>
<td>0.848</td>
<td>0.93</td>
<td>0.632</td>
<td>0.802</td>
</tr>
<tr>
<td>YOLO_V8_50</td>
<td>0.874</td>
<td>0.96</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>YOLO_V8_100</td>
<td>0.88</td>
<td>0.965</td>
<td>0.729</td>
<td>0.83</td>
</tr>
<tr>
<td>YOLO_NAS</td>
<td>0.892</td>
<td>0.972</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Comparison of memory allocation in Gigabytes (GBs) and inference time (FPS) during the testing phase on several state-of-the-art models.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Memory(GBs)</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faster R-CNN</td>
<td>2.27</td>
<td>20</td>
</tr>
<tr>
<td>Mask R-CNN</td>
<td>5.06</td>
<td>9</td>
</tr>
<tr>
<td>EfficientDet</td>
<td>1.75</td>
<td>25</td>
</tr>
<tr>
<td>YOLO_V7_OD</td>
<td>2.37</td>
<td>220</td>
</tr>
<tr>
<td>YOLO_V7_IS</td>
<td>3.44</td>
<td>40</td>
</tr>
<tr>
<td>YOLO_V8_OD</td>
<td>1.59</td>
<td>150</td>
</tr>
<tr>
<td>YOLO_V8_IS</td>
<td>2.12</td>
<td>80</td>
</tr>
<tr>
<td>YOLO_NAS</td>
<td>1.48</td>
<td>416</td>
</tr>
</tbody>
</table>

The results are presented in table 2, where the mAP scores for all methods tested are presented. In table 3 the memory allocation and the inference time of each method are reported. The memory allocation refers to the Gigabytes (GBs) required to infer an image from the TenebrioVision dataset and the inference time to the frames per second (FPS). The optimal per-
Figure 6: Extended augmentation scheme for TenebrioVision dataset. The applied augmentations are horizontal-vertical flips, random rotation, adding noise, zooming-in, brightness, and exposure. The annotated segmentation masks are also presented.

Performance is achieved using the current SoTA Yolo-V8(IS) (Jocher et al., 2021) with a mAP of 0.729 for the segmentation mask and the Yolo-NAS (Aharon et al., 2021) with a mAP of 0.892 for the bounding box, both evaluated at IoU=0.5:0.5:0.95. Considering the inference time, the YOLO-NAS model exhibits the lowest memory allocation of 1.48 GB for object detection, while YOLO-V8 (IS) requires 2.12 GB for the instance segmentation task. Additionally, the highest FPS values of 416 and 80 for detection and segmentation tasks are attained by Yolo-NAS and Yolo-V8(IS) respectively, on the TenebrioVision dataset.

4.2 Qualitative Evaluation

Some experimental results regarding object detection and instance segmentation can be seen in figure 5. This figure clearly shows that small and highly articulated objects like those of tenebrio molitor can be accurately detected. A precise segmentation mask can provide a wealth of information about these worms. Information like color, length, width and size of the tenebrio molitor larva can help experts gain knowledge about the health and life cycle of each worm. This analysis is really vital for farm workers as it saves them a lot of time when trying to figure out if a crate filled with worms is healthy or unhealthy in a production pipeline scheme. These data will aid the competent scientific community and hasten the breeding of insects for insect farming.

Further evaluation of the models is conducted on actual farm images, which contain only tenebrio molitor worms at the larvae stage. It is found that even though the current SoTA baseline methods achieved a satisfying mAP at the test set, their performance on real farm images is poor and inadequate as it is demonstrated in figure 7 (center column). Genuine farm images, in contrast to TenebrioVision, show a significant amount of Tenebrio molitor larvae inside the inspection crates, frequently beyond the limit of human counting capacity. Real farm images typically have a range of backgrounds, colors, camera angles, and many other aspects. To tackle this problem the best models are trained with an extended augmentation scheme. More specifically, these augmentations...
are horizontal-vertical flips, random rotation, adding noise, zooming-in and out, brightness, and exposure. The noise augmentation technique applies a Gaussian distribution to 8% of the pixels in each image. Samples from this extended augmentation scheme are demonstrated in figure 6. The results from this extended augmentation scheme are fascinating, as seen in figure 7 (right column), since YOLO-V8(IS) now detects and captures a very large amount of tenebrio molitor larvae worms, that are even uncountable by an expert’s human eye.

It is believed that the process of inference on real images and adding them back to the TenebrioVision will further improve the detection/segmentation tasks, and enhance the automation process of the farms.

5 CONCLUSIONS

In this paper, TenebrioVision was introduced, a dataset that contains tenebrio molitor worms in the larvae development stage. The TenebrioVision dataset contains 1,120 fully annotated images for detection and segmentation tasks, at a resolution of 3088x2076 pixels. The total number of worm instances is 53,600. The performance of several state-of-the-art object detection and instance segmentation models was evaluated on TenebrioVision. The experiments’ findings demonstrate that, despite the SoTA algorithms’ robustness, they perform poorly in real-world situations, necessitating augmentations. By extending TenebrioVision with augmentations, astonishing results were achieved, surpassing the expert human-eye detection accuracy. By making TenebrioVision publicly available our aim is to assist and enhance the automation process on real farms, thus helping the scientific community produce valuable data and knowledge on this high-nutrition worm. This dataset can also be utilized, by the computer vision community, as a benchmark for small object detection and segmentation tasks.
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