Finding and Navigating to Humans in Complex Environments for Assistive Tasks
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Abstract: Finding and reaching humans in unseen environments is a major challenge for intelligent agents and social robots. Effective exploration and navigation strategies are necessary to locate the human performing various activities. In this paper, we propose a problem formulation in which the robot is required to locate and reach humans in unseen environments. To tackle this task, we design an approach that makes use of state-of-the-art components to allow the agent to explore the environment, identify the human’s location on the map, and approach them while maintaining a safe distance. To include human models, we utilized Blender to modify the scenes of the Gibson dataset. We conducted experiments using the Habitat simulator, where the proposed approach achieves promising results. The success of our approach is measured by the distance and orientation difference between the robot and the human at the end of the episode. We will release the source code and 3D human models for researchers to benchmark their assistive systems.

1 INTRODUCTION

Autonomous robots able to navigate and interact with humans could be helpful in many assistive scenarios. Consider for instance a robot assisting an elderly in their home to carry out daily activities. The robot could provide instructions on how to successfully prepare a recipe, remind them to take the medicines at a given hour or recommend not to sit too much in front of the TV and go out for a walk once in a while. In order to achieve such a varied range of assistive tasks in the home, and in particular to initiate any form of visual or vocal interaction with the human, robots should be able to locate the human and reach them appropriately. For example, in a scenario where a human instructs a robot, \textit{come to me} as shown in Fig 2.

The robot needs to explore the environment and locate the human while keeping track of its progress to avoid redundant searches. Once the robot has reached the area in which the human is located, it can calculate the human’s position on the map and approach them from the right angle to initiate a conversation. This task requires complex exploration strategies, including a combination of implicit objectives such as exploration, efficient navigation, and interaction. While the ability to locate humans and navigate to them is a fundamental building block for assistive robotic applications, there is still a need for a more systematic investigation of the ability of current algorithms to tackle this task in different environments.

To fill this gap, in this paper, we focus on evaluating robot performance in locating and navigating to
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\caption{3D models of humans involved in different activities such as watching TV, eating, being on a call, and cooking used in our experiments.}
\end{figure}
the human engaged in various activities such as cooking, eating, talking, watching TV, etc. To complete this task, the robot explores the environment to locate and reach the human at a safe distance. We provide a problem formulation and design a set of baselines based on human detection and point-goal navigation to tackle the task. We validate the feasibility of the task and the effectiveness of the considered baselines using the Habitat simulator (Savva et al., 2019) and the Gibson (Xia et al., 2018) validation dataset which consists of five complex 3D environments. As this dataset lacks human models, we used Blender\(^1\) to create four human models, in poses coherent with the execution of four different activities (eating, cooking, watching TV, and on a call) as illustrated in Fig. 1. Subsequently, we modified the Gibson environments in Blender to incorporate these human models at multiple locations, such as the kitchen, TV lounge, bedroom, and other relevant areas. Results show that considered baselines achieve promising performance in locating and reaching the human in an unseen environment. However, further research is still needed in this area, and we believe that our proposed approach can serve as a starting point for future works on how assistive robots can be used to provide support to users. The main contributions of this work are listed below:

- We propose a novel pipeline for efficiently locating and reaching humans in complex environments, with a focus on assistive tasks and human-robot interaction.
- Our approach utilizes global and local goal policies to generate objectives and precisely reach the human.
- We made modifications to the Gibson environments by integrating 3D human models into various locations, aligning their poses with different activities in areas such as the kitchen, TV lounge, and other relevant areas that were previously absent in the original dataset.
- We show that considered baselines achieve promising performance in locating and reaching human in complex 3D environments.

2 RELATED WORK

Our work is related to previous research on embodied navigation and environment exploration. The embodied visual navigation problem involves an agent using visual sensing to navigate an environment avoiding obstacles to reach a given destination (Anderson et al., 2018a; Anderson et al., 2018b; Batra et al., 2020; Savva et al., 2019). Over the last decade, the field has made substantial progress due to the availability of large photorealistic 3D scene datasets (Chang et al., 2017; Ramakrishnan et al., 2021; Xia et al., 2018) and fast navigation simulators (Savva et al., 2019; Xia et al., 2018; Kolve et al., 2017). Current literature on embodied visual navigation can be divided into classic navigation, approaches based on reinforcement learning, and exploration.

**Classic Navigation.** Traditional navigation approaches involve building a map of the environment, localizing the agent in the map, and planning paths to guide the agent to desired locations. Mapping, localization, and path-planning have been extensively studied in this context (Hartley and Zisserman, 2003; Thrun, 2002; LaValle, 2006). However, most of this research relies on human-operated traversal of the environment and is classified as passive SLAM. Active SLAM, which focuses on automatically navigating a new environment to build spatial representations, has received less attention. We refer the reader to (Cadena et al., 2016) for a comprehensive review of active SLAM literature.

\(^1\)https://www.blender.org/
Reinforcement Learning. Different previous works have formulated navigation as a reinforcement learning problem (Zhu et al., 2017; Gupta et al., 2017; Mirowski et al., 2016; Savinov et al., 2018) in which the robot is an agent interacting with a simulated environment in order to learn how to navigate it. By training in several environments, the agents eventually learn how to extract semantic cues from the input images and generalize them to unseen spaces. Past works have investigated methods including feedforward networks (Zhu et al., 2017), vanilla neural network memory (Mirowski et al., 2016), spatial memory and planning modules (Gupta et al., 2017), semi-parametric topological memory (Savinov et al., 2018), and imitation learning from an optimal expert (Gupta et al., 2017). In addition, learning-based approaches have been used to develop low-level collision avoidance policies (Dhiraj et al., 2017; Sadeghi and Levine, 2016). However, these approaches do not consider task context and only focus on moving toward open space. Other works (Zhang et al., 2017) use a differentiable map structure to mimic SLAM techniques.

Exploration. Navigation algorithms are generally shaped around two main objectives: point-goal navigation and environment exploration. The first class of methods aims to navigate in order to reach a given destination provided to the agent in the form of coordinates relative to the current location. Exploration approaches aim instead to navigate the unknown environment without an explicit target location in mind but with the goal to “uncover” all the available space, which can be useful for mapping the environment or searching for specific objects. Environment exploration as an Active Neural SLAM (ANS) to gather information for downstream tasks has been a popular topic in the past, with many works investigating it in the context of reinforcement learning (Schmidhuber, 1991; Stadie et al., 2015; Pathak et al., 2017; Fu et al., 2017; Lopes et al., 2012; Chentanez et al., 2004). These works design intrinsic reward functions that capture the novelty of states or state-action transitions, which are then used to optimize exploration policies using reinforcement learning.

Other related works have proposed alternative exploration methods, such as generating smooth movement paths for high-quality camera scans (Xu et al., 2017), information-theoretic exploration method using Gaussian Process regression (Bai et al., 2016), or assuming access to the ground-truth map at training time to learn an optimized trajectory that maximizes the accuracy of the SLAM-derived map (Kollar and Roy, 2008). Recently, (Chen et al., 2019) used human navigation trajectories to learn task-independent exploration through imitation learning. To improve exploration specifically in object goal navigation tasks, SemExp (Chaplot et al., 2020b) made use of a modular policy for semantic mapping and path planning that directly predicts which action the agent should take next and estimates the map on the fly.

Overall, there has been a growing interest in developing robots that can perform diverse tasks in a variety of environments (Lim et al., 2021). Exploration and navigation are critical components of such systems, and recent work has made significant progress in learning exploration policies and developing modular architectures for navigation. Our work is akin to these methods, but we investigate the navigation problem in an assisting care robot scenario by proposing a method that relies on Habitat simulator and comparing different baselines. The four activities we selected come from that use case.
3 PROBLEM DEFINITION

We aim to assess the performance of a robot in locating and navigating to a human involved in various activities. We perform our evaluation in an episode-based fashion, following works on navigation with reinforcement learning (Chaplot et al., 2020b; Chaplot et al., 2020a; Ramakrishnan et al., 2022). At the beginning of an episode, the agent is initialized at a random location in the environment and receives a visual observation \( o \) (an RGB-D image) and sensor position reading \( s_t \) (i.e. \( x \) and \( y \) coordinates of the agent and its orientation at time \( t \)). The agent then takes a navigation action \( a_t \) following a learned policy to achieve the goal of locating and navigating to the human. At each time step, the robot can choose among the following actions: \textit{move forward}, \textit{turn right}, \textit{turn left}, and \textit{stop}.

To successfully complete the task, the \textit{stop} action should be called when the agent is confident that the human has been reached. An episode ends when the agent calls the \textit{stop} action or when it reaches the limit of 500 steps. Note that, since the human may not be visible from the initial location, the agent should first explore the environment, then navigate to the human when they are detected from the visual observation. This makes this task different from classic point goal navigation (Anderson et al., 2018a) or environment exploration works (Zhang et al., 2017; Chaplot et al., 2020a), effectively requiring a mix of both objectives. We consider two versions of this problem:

- \textbf{V1}: The first version considers an episode successful if the robot reaches the human at a safe distance (1m) at the end of the episode.
- \textbf{V2}: The second version considers an episode successful if the robot reaches the human at a safe distance (1m) and the difference in orientation between the robot and the human \( \theta \) is below a given threshold.

Evaluations are performed by computing the Success weighted by Path Length (SPL) and the Success Rate (SR) for both versions.

4 PROPOSED METHOD

The proposed approach relies on three key components: a Semantic Mapper, a Global Goal Policy, and a Local Policy. Fig. 3 illustrates the proposed approach.

**Semantic Mapper.** The Semantic Mapper is responsible for creating an allocentric semantic map \( m_t \) of the world by aggregating semantic information obtained from individual RGB-D observations acquired from time 0 to \( t \). This is done using a state-of-the-art semantic exploration method (Chaplot et al., 2020b), which creates a point cloud from depth observations. Each point in the point cloud is then classified as either a person or a background class using the semantic segmentation model. The point cloud is then projected into the top-down map space using differentiable geometric operations (Henriques and Vedaldi, 2018), resulting in the \( 3 \times M \times M \) semantic map \( m_t \), with channels 1 and 2 representing obstacles and explored areas, and the last channel representing the person class. In our setup, we considered \( M = 240 \), while each element of \( m_t \) corresponds to a 25 cm\(^2\) (5cm\(\times\)5cm) cell in the physical world and indicates whether the location contains an obstacle, has been explored, or contains a person. The spatial map is initialized to all zeros at the beginning of an episode and refined during the navigation process.

**Global Goal Policy.** The Global Goal Policy network consists of 5 convolutional layers followed by 3 fully connected layers. It is responsible for determining the long-term goal in order to reach the human by using the current map \( m_t \). If the human is not detected, the global goal policy aims to explore the environment and hence predicts a long-term goal using the map and the agent’s current and previous positions. To reduce the exploration complexity, the long-term goal is predicted once every 25 steps as described in (Chaplot et al., 2020a). If the human is detected, the global goal policy selects a point close to the human as a long-term goal. It is worth mentioning that both versions of the task, i.e. V1 and V2, employ the same global goal policy, with the only distinction being the evaluation procedure when the robot reaches the human.

**Local Policy.** The Local Policy is used to navigate continuously to the long-term goal defined by the Global Goal Policy by calculating the shortest path from the current position to the target one using the Fast Marching Method (Sethian, 1999). The obstacle channel from the semantic map is used to determine the optimal path while avoiding obstacles. The local policy then uses deterministic actions to navigate the agent along this shortest path. At each time step, the map is updated and the path to the long-term goal is re-computed.

5 EXPERIMENTS AND RESULTS

Gibson (Xia et al., 2018) and Matterport3D (MP3D) datasets (Chang et al., 2017) were employed in the Habitat simulator (Savva et al., 2019) for training purposes. These datasets contain 3D reconstructions of
real-world environments. The training set includes a total of 86 scenes, consisting of 25 scenes from the Gibson tiny set and 61 scenes from the MP3D dataset. Since the human models are not included in these datasets, we employed Blender to create multiple human models. These models were posed to align with the execution of various activities, such as eating, cooking, watching TV, and being on a call (see Fig 1), etc. We then edited the Gibson environments using Blender to integrate these human models at multiple locations, including the kitchen, TV lounge, bedroom, and other relevant areas. Note that, due to the computation-intensive nature of the manual integration process, our current implementation includes four human models.

The observation space consists of RGBD images with a size of 4x640x480, while the action space includes four possible actions: move_forward (0.25 cm), turn_right (10 degrees), turn_left (10 degrees), and stop. The success threshold is set to 1m. For person detection and segmentation, we use a Mask-RCNN semantic segmentation model (He et al., 2017) with a ResNet50 (He et al., 2016) backbone, pretrained on MS-COCO (Lin et al., 2014). We use Success weighted by Path Length (SPL) and Ratio of successful episodes (SR) to measure the efficiency of locating and reaching the human. We evaluate the proposed approach on the 20 modified environments of the Gibson dataset that were not seen during the training of the different components of our approach. This allowed us to examine how well the learned policies generalize to previously unseen environments.

We run 2000 evaluation episodes, with each scene containing 100 episodes. We consider the two variants of the task: V1 aims to reach the human from any angle, whereas in V2 episode success depends on the orientation difference between the robot and the human at the end of the episode. Table 1 provides quantitative results for V1, where the SPL and SR values for each activity in different environments are presented separately. The performance of the robot is observed to vary across environments, with larger
Table 1: SPL and SR for the V1 task on the Gibson validation dataset for each activity.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Collierville</th>
<th>Corozal</th>
<th>Darden</th>
<th>Markleville</th>
<th>W-iconisco</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPL</td>
<td>SR</td>
<td>SPL</td>
<td>SR</td>
<td>SPL</td>
<td>SR</td>
</tr>
<tr>
<td>1. Eating</td>
<td>0.80</td>
<td>0.99</td>
<td>0.62</td>
<td>0.99</td>
<td>0.68</td>
</tr>
<tr>
<td>2. Cooking</td>
<td>0.59</td>
<td>0.95</td>
<td>0.41</td>
<td>0.89</td>
<td>0.54</td>
</tr>
<tr>
<td>3. Watching TV</td>
<td>0.70</td>
<td>0.99</td>
<td>0.31</td>
<td>0.77</td>
<td>0.40</td>
</tr>
<tr>
<td>4. On a call</td>
<td>0.74</td>
<td>0.99</td>
<td>0.67</td>
<td>0.96</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Table 2: Average SPL and SR on the Gibson validation dataset.

<table>
<thead>
<tr>
<th>Task</th>
<th>SPL (†)</th>
<th>SR (†)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1 (any angle)</td>
<td>0.57</td>
<td>0.93</td>
</tr>
<tr>
<td>V2 (θ ≤ 60°)</td>
<td>0.25</td>
<td>0.44</td>
</tr>
<tr>
<td>V2 (θ ≤ 30°)</td>
<td>0.14</td>
<td>0.26</td>
</tr>
</tbody>
</table>

 environments posing greater challenges for the robot. Notably, the robot has a limit of 500 steps to locate the human, and as a result, there are instances where the robot fails to locate the human within the specified time frame. Fig 4b provides visual examples of such instances of failure. Our proposed approach achieves a 93% SR and a 57% SPL under V1. However, in V2(θ = 30°), our approach only achieved a 26% SR and a 14% SPL. This suggests that V2 of the task is much more challenging and more research is still needed.

To illustrate the effect of evaluating models with different orientation thresholds, we plot the SPL and SR for multiple variants of V2 approach with varying orientation thresholds (0° – 180°) in Fig 5. The plot shows that the SPL and SR increase as we raise the orientation tolerance threshold. Interestingly, even when setting a threshold of 90°, results are not satisfactory, with a SPL of about 0.35 and a SR of about 0.6. This suggests that the considered task is challenging and there is a lot of space for improvement. Fig. 4 finally shows some success (a) and failure (b) qualitative navigation episodes along with the final visual observation of the agent. As can be seen, the approach can reach the human from the right angle in some of the cases. Table 2 presents the overall results of the proposed approach.

6 CONCLUSION

In this paper, we proposed a navigation problem formulation as a first essential step towards building autonomous task-oriented assistive robots for home use cases. In the considered setup, an agent has to find humans and reach them at a safe distance, in order to provide assistance. The experiments performed on the Gibson dataset comprising 3D human models show that this is a promising direction for the development of a flexible framework for assistive robots. In future research, we plan to extend the proposed framework with more intelligent task-oriented robot behaviors sensitive to the situational and social conventions of natural home environments.
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