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Abstract: Effectively managing a software project to deliver a high-quality product primarily depends on accurately es-
timating the effort required throughout the software development lifecycle. Various effort estimation methods
have been proposed in the literature, including machine learning (ML) techniques. Previous attempts have
aimed to provide accurate estimates of software development effort estimation (SDEE) using individual esti-
mation techniques. However, the literature on SDEE suggests that there is no commonly superior estimation
technique applicable to all software project contexts. Consequently, the idea of using an ensemble approach
emerged. An ensemble combines multiple estimators using a specific combination rule. This approach has
been investigated extensively in the past decade, with overall results indicating that it can yield better perfor-
mance compared to other estimation approaches. However, not all aspects of ensemble methods have been
thoroughly explored in the literature, particularly the combination rule used to generate the ensemble’s output.
Therefore, this paper aims to shed light on this approach by investigating both types of combiners: three lin-
ear and four non-linear. The ensemble learners employed in this study were K-Nearest Neighbors, Decision
Trees, Support Vector Regression, and Artificial Neural Networks. The grid search technique was employed
to tune the hyperparameters for both the learners and the non-linear combiners. Six datasets were utilized
for the empirical analysis. The overall results were satisfactory, as they indicated that the ensemble and single
techniques exhibited similar predictive properties, and the ensemble with a non-linear rule demonstrated better
performance.

1 INTRODUCTION

Software development effort estimation plays a cru-
cial role in software project management, as it in-
volves estimating the amount of effort required to de-
velop a new software project (Wen et al., 2012). Ac-
curately estimating the effort needed during the early
stages of the software lifecycle is essential for ensur-
ing project success. Both underestimation and over-
estimation can lead to project failure (Minku and Yao,
2013c). Over the past four decades, researchers have
proposed and evaluated various approaches to pro-
vide accurate effort estimates for software develop-
ment. These approaches can be generally classified
into three categories (Jorgensen and Shepperd, 2006):
expert judgment, algorithmic models, and machine
learning (ML). In recent years, there has been a signif-
icant increase in research on the use of ML techniques
for software development effort estimation (Ali and
Gravino, 2019). ML techniques assume a non-linear
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relationship between the dependent variable (effort)
and independent variables, and they aim to model this
relationship based on historical software projects.

Despite the availability of numerous software ef-
fort estimation models, it is still necessary to inves-
tigate novel models to improve the accuracy of these
estimates. One recent approach proposed and eval-
uated in the literature is ensemble effort estimation
(EEE), which combines multiple effort estimators to
provide more accurate estimates compared to using
a single technique (Idri et al., 2016). The existing
literature on software development effort estimation
categorizes EEE techniques into two types: homoge-
neous EEE and heterogeneous EEE. Homogeneous
EEE refers to an ensemble that combines different
variants of the same SDEE methods or a combina-
tion of one ensemble learning technique (such as Bag-
ging, Boosting, or Random Subspace) and one single
technique. Heterogeneous EEE, on the other hand, in-
volves an ensemble that incorporates at least two dif-
ferent SDEE techniques (Azzeh et al., 2015; Braga
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et al., 2007b; Elish, 2013; Kocaguneli et al., 2009;
Minku and Yao, 2013b; Wu et al., 2013).

Idri et al. conducted a systematic literature review
(SLR) to gather evidence on the use of EEE in SDEE
(Idri et al., 2016). Their review included 24 papers
published between 2000 and 2016. The review re-
vealed that the homogeneous type of ensemble was
the most investigated in the literature. ML techniques,
particularly Artificial Neural Networks (ANN) and
decision trees (DTs), were frequently employed in
constructing this new approach. In terms of accuracy,
the overall results indicated that the performance of
the ensemble approach was superior to that of sin-
gle techniques. Additionally, the review identified 20
combination rules used to generate the final output
of the ensemble methods, with linear rules being the
most extensively investigated. A similar conclusion
was drawn in the review conducted by Carbal et al.
(de A. Cabral et al., 2023), which updated the find-
ings of Idri et al.

Despite the existence of various EEE techniques
proposed in the literature, certain aspects, particularly
the utilization of non-linear combiners, have not been
adequately explored. The reviews conducted by Idri
et al. and Carbal et al. both indicated that linear
combiners were predominantly employed for joining
the outputs of single techniques in both homogeneous
and heterogeneous ensembles. However, there is a
lack of evidence regarding the effectiveness of non-
linear combiners. Thus, the objective of this paper is
to address this gap by investigating the use of several
non-linear combiners and assessing whether they can
potentially outperform linear rules in terms of perfor-
mance.

This paper specifically introduces a heterogeneous
ensemble approach that incorporates four widely
recognized ML techniques: K-Nearest Neighbors
(KNN), Support Vector Regression (SVR), Multilayer
Perceptron Neural Networks (MLP), and DT. The ob-
jective is to estimate the effort required for develop-
ing a new software system using both linear and non-
linear combiners. The linear rules employed in the
study include average, median, and inverse ranked
weighted mean. On the other hand, the non-linear
rules involve four combiners: MLP, KNN, DT, and
SVR. The proposed ensemble is evaluated using six
established datasets and various performance criteria.
The study addresses three research questions (RQs):

• (RQ1): Does the heterogeneous ensemble outper-
form its base ML methods irrespective of the com-
bination rule used?

• (RQ2): Among the two types of combiners uti-
lized, which one yields accurate estimates for the
proposed ensemble?

• (RQ3): Among the seven combiners employed,
which one demonstrates superior accuracy for the
proposed heterogeneous ensemble?

The key features of this paper are as follows:

• Exploration of a heterogeneous ensemble based
on four ML techniques widely used in the field
of SDEE.

• Investigation of three different linear and four
non-linear rules to drive the ensemble outputs.

• Evaluation of the predictive capabilities of both
single techniques and the heterogeneous ensemble
using six well-known datasets.

The remaining sections of this paper are organized as
follows: Section 2 provides a review of related work
on EEE. Section 3 gives an overview of the techniques
used. Section 4 describes the experimental design.
Section 5 presents and discusses the results. Section 6
outlines the limitations. Conclusions and future work
are given in the last section.

2 RELATED WORK

This section begins by providing a brief description of
the EEE approach and an overview of prior research
conducted in the field of SDEE examining this ap-
proach.

EEE involves aggregating the output of multiple
effort prediction techniques using a specific combina-
tion rule. This approach has been extensively stud-
ied in various domains (Hosni et al., 2021a; Nguyen
et al., 2014; Sewak et al., 2007; Hosni et al., 2018a).
It is employed to leverage the strengths of individual
techniques and compensate for their weaknesses, ulti-
mately leading to more accurate estimates. While sev-
eral studies have explored this approach in the context
of SDEE, the number of research works in this area is
still relatively limited compared to studies focusing
on single techniques (de A. Cabral et al., 2023). For
instance, a review conducted by Carbal et al. identi-
fied only 54 research papers on EEE in SDEE.

A SLR by Idri et al. investigated the use of ensem-
ble methods in SDEE. The review analyzed 24 papers
published between 2000 and 2016, and the main find-
ings were as follows:

• Homogeneous ensembles were the most com-
monly investigated, appearing in 17 out of 24 pa-
pers.

• Machine learning techniques, particularly ANN
and DTs, were the most frequently employed in
ensemble construction, with both techniques be-
ing studied in 50% of the selected papers.
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• Twenty combination rules were utilized to gener-
ate the final output of ensemble methods, falling
into two categories: linear and non-linear rules.
However, linear rules were the most extensively
explored.

• Heterogeneous ensembles were explored in only 9
papers, using 12 different ML techniques as base
models. DT and KNN were the most commonly
utilized techniques.

• Heterogeneous ensembles demonstrated better
performance than their individual members, with
improved Mean and Median Magnitude of Rela-
tive Error (MMRE, MdMRE), Prediction within
25% (Pred(25)).

• Overall, ensemble methods outperformed single
techniques in terms of performance.

A recent SLR by Cabral et al. aimed to update the ev-
idence on ensemble methods in SDEE between 2016
and 2022. The main findings confirmed those of Idri
et al. (Idri et al., 2016), including:

• Homogeneous ensembles remained the most
prevalent in effort estimation, but the use of het-
erogeneous ensembles had increased over time.

• Machine learning models, particularly neural net-
works (such as MLP), were the most commonly
used techniques in constructing both homoge-
neous and heterogeneous ensembles. Regression
trees and similarity-based models were also fre-
quently employed.

• A total of 18 combination rules were identified
and categorized into linear and non-linear types,
with linear rules being the most commonly em-
ployed.

• Homogeneous ensembles using the mean as the
combiner rule achieved the highest accuracy.

• Heterogeneous ensembles using the median as the
combination rule achieved the highest accuracy.

The review by Carbal et al. (de A. Cabral et al.,
2023) also highlighted the need for investigating new
combination rules and determining whether any rule
can outperform the median in heterogeneous ensem-
bles. Several recommendations and research gaps
were identified in their review.

3 SDEE TECHNIQUES USED: AN
OVERVIEW

This section presents an overview of the four ML
techniques used in this paper.

3.1 K-Nearest Neighbor

KNN is a non-parametric technique utilized for clas-
sification and regression tasks. It is a straightforward
ML method. KNN determines the effort required for
a new software project by assessing its similarity to
historical projects based on certain measurements. In
this approach, the estimation for a new project is de-
rived by considering the efforts expended on the K
most similar historical projects, employing usually
the arithmetic mean method (Kocaguneli et al., 2011;
Mendes et al., 2002).

3.2 Multilayer Perceptron

MLP neural networks are neural networks that oper-
ate in a feed-forward manner, enabling them to tackle
classification and regression tasks. This architecture
consists of at least three layers: an input layer, one or
more hidden layers, and an output layer. The number
of neurons in the input layer aligns with the dimen-
sionality of the feature space, while the size of the
output layer varies depending on the specific problem
being addressed. Several research studies have ex-
plored the utilization of MLPs in SDEE (Araujo et al.,
2010; Berlin et al., 2009).

3.3 Support Vector Regression

SVR is a regression method that utilizes the principles
of support vector machines. The SVR implementa-
tion was initially proposed by Cortes and Vapnik in
1996 and introduced to the realm of SDEE by Oliveira
in 2006 (Oliveira, 2006). This technique is founded
on statistical learning theory and offers a powerful ap-
proach for solving regression problems. Several stud-
ies investigated this technique in SDEE (Braga et al.,
2007a; Oliveira et al., 2010). To effectively employ
SVR, it is necessary to fine-tune various parameters
(Hosni et al., 2018b), including the choice of kernel,
kernel parameters, complexity parameter, and the tol-
erance for deviations.

3.4 Decision Trees

DTs are a form of supervised learning techniques
used for both classification and regression purposes.
DT creates a model with the aim of predicting the
value of the dependent variable by extracting rules
from the independent variables in the data. In this
paper, the CART variant was used. Different variants
of DTs were investigated in SDEE field (Braga et al.,
2007b; Hosni et al., 2021b; Kocaguneli et al., 2011;
Song et al., 2013; Minku and Yao, 2013c).
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4 EXPERIMENTAL DESIGN

This section provides details about the experimental
design followed to carry out the experiments raised
in this paper. It starts with listing the performance
metrics and statistical tests used to assess the perfor-
mance accuracy of the proposed predictive models.
Thereafter, the grid search hyperparameters optimiza-
tion technique used to tune the parameters setting of
the individual and the non-linear combination rules
and the list of datasets selected for the empirical pur-
pose are detailed. Finally, the methodology used to
construct ensemble is described.

4.1 Performance Measures and
Statistical Test

Previous SLRs focusing on SDEE-based ML tech-
niques have stated that the primary performance met-
rics used to evaluate the effectiveness of software ef-
fort predictor models are the MMRE and Pred (0.25)
(Wen et al., 2012; Hosni and Idri, 2018), both of
which are based on the magnitude of relative error
(MRE). Nevertheless, the MRE criterion has faced
criticism for its inherent bias towards underestima-
tion, thus diminishing its suitability as a measure
of accuracy (Miyazaki et al., 1991; Myrtveit et al.,
2005). To avoid this shortcoming, we used other per-
formance metrics proposed in the literature, namely:
Mean Absolute Error (MAE), Mean Balanced Rel-
ative Error (MBRE), Mean Inverted Balanced Rela-
tive Error (MIBRE) which are considered less vener-
able to bias and asymmetry, along with their median
values, and Logarithmic Standard Deviation (LSD)
(Miyazaki et al., 1991; Minku and Yao, 2013a; Minku
and Yao, 2013c).

We compared the reasonability of the proposed
technique against the baseline estimator proposed by
Shepperd and MacDonell (Shepperd and MacDonell,
2012) using the Standardized Accuracy (SA) and Ef-
fect Size (∆). The SA can be understood as a measure
that quantifies the improvement of a prediction tech-
nique (Pi) over random guessing (P0) by indicating
the ratio between the two. To assess the probability of
non-random estimation, we employed the 5% quantile
of the random guessing distribution. The Effect Size
criterion is utilized to determine whether the predic-
tions made by a model are the result of chance or if
there is a significant improvement over the baseline
estimator.

Equations (1)-(13) displays the mathematical for-
mulas of the performance used.

AEi = |ei− êi| (1)

Pred(0.25) =
100
n

n

∑
i=1

{
1 if AEi

ei
6 0.25

0 otherwise
(2)

MAE =
1
n

n

∑
i=1

AEi (3)

MdAE = Median(AE1,AE2, · · · ,AEn) (4)

BRE =
AEi

min(ei, êi)
(5)

IBRE =
AEi

max(ei, êi)
(6)

MdBRE = Median(BRE1, · · · ,BREn) (7)
MdIBRE = Median(IBRE1, · · · , IBREn) (8)

MBRE =
1
n

n

∑
i=1

AEi

min(ei, êi)
(9)

MIBRE =
1
n

n

∑
i=1

AEi

max(ei, êi)
(10)

LSD =

√
∑

n
i=1(λi +

s2

2 )
2

n−1
(11)

SA = 1−
MAEpi

MAE p0
(12)

4 =
MAEpi−MAE p0

Sp0
(13)

where:
• ei and êi are the actual and predicted effort for the

ith project.

• MAE p0 represents the average value of 10000
runs of random guessing estimator.

• MAE pi average value of absolute error committed
by i estimation technique.

• Sp0 represents the standard deviation value of the
baseline estimator.

• λi = ln(ei)− ln(êi).

• s2 variance of the λi.
For evaluation, we utilize leave-one-out cross vali-
dation (LOOCV), a cross-validation technique where
the target project is excluded from the dataset and
estimated using the remaining projects (Quenouille,
1956). For the statistical test, we employ the Scott-
Knott (SK) test based on the AE of the predictive
models (Scott and Knott, 1974).

4.2 Hyperparameters Optimization

Previous studies in the field of SDEE have extensively
discussed the settings of hyperparameters for predic-
tive models (Hosni et al., 2018b; Song et al., 2013).
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These studies have highlighted the importance of em-
ploying optimization techniques to improve the accu-
racy of these models. It has been observed that the ac-
curacy of ML SDEE techniques can vary across dif-
ferent datasets (Elish et al., 2013). Therefore, using
the same parameter settings for a given technique may
lead to incorrect assessments of predictive capability.
To address this, we employ the grid search optimiza-
tion method to determine the optimal parameters for
the selected models. Table 1 presents the predefined
search space for the optimal parameter values for each
ML technique.

In addition, for the non-linear combiners used to
combine the individual estimates provided by the en-
semble constituents, we utilize the grid search tech-
nique to optimize their hyperparameter values. The
range of these parameters is listed in Table 2.

4.3 Dataset Used

To assess the predictive capabilities of the proposed
ensembles, we chose six datasets that offer a diverse
range of sizes and features (Azzeh et al., 2015). This
selection allows for a comprehensive analysis of the
results. The datasets were obtained from two repos-
itories: the PRedictOr Models In Software Engineer-
ing (PROMISE) data repository and the International
Software Benchmarking Standards Group (ISBSG)
data repository. Five datasets, namely Albrecht, CO-
COMO81, Desharnais, Kemerer, and Miyazaki, were
obtained from the PROMISE repository. Addition-
ally, one dataset was selected from the ISBSG R8
dataset.

Table 3 provides an overview of the six chosen
datasets, including details such as dataset size, num-
ber of attributes, and descriptive statistics of effort
(minimum, maximum, mean, and median).

4.4 Methodology Used

This subsection outlines the methodology employed
for constructing and evaluating both the single tech-
niques and the heterogeneous ensembles. The steps
followed for each dataset are as follows:
For Single Techniques:

• Step 1: Build the four single ML techniques
(KNN, SVR, MLP, and DT) using the grid
search optimization technique with 10-fold cross-
validation.

• Step 2: Select the optimal parameter values that
result in the lowest MAE for each single tech-
nique.

• Step 3: Assess the reasonability of the optimized
predictive models based on the SA and effect size,

ensuring they outperform the 5% quantile of ran-
dom guessing.

• Step 4: Report the performance metrics (MAE,
MdAE, MIBRE, MdIBRE, MBRE, MdBRE,
LSD, Pred( 25)) of the selected ML techniques us-
ing the LOOCV technique.

• Step 5: Rank the ML techniques using Borda
count voting system based on eight performance
criteria.

For Ensemble Methods:
• Step 1: Construct the heterogeneous ensemble us-

ing the four single techniques and seven combi-
nation rules: average (AVR), median (MED), in-
verse ranked weighted mean (IRWM), MLP, DT,
SVR, and KNN.

• Step 2: Report the performance of the proposed
ensemble in terms of the eight performance cri-
teria (MAE, MdAE, MIBRE, MdIBRE, MBRE,
MdBRE, LSD, Pred(25)) using the LOOCV tech-
nique.

• Step 3: Rank the developed techniques (both sin-
gle and ensemble) based on the eight performance
criteria using the Borda count voting system.

• Step 4: Cluster the constructed techniques (en-
semble and single) using the Scott-Knott test
based on AE.

5 EMPIRICAL RESULTS

This section presents the empirical results of the ex-
periments conducted in this paper. The experiments
were carried out using various tools, with Python and
its associated libraries being utilized to execute the
experiments. Additionally, the R programming lan-
guage was employed to perform the Scott-Knott test.

5.1 Evaluation of Single ML Techniques

The evaluation process begins by constructing indi-
vidual ML techniques using the grid search optimiza-
tion technique. This step aims to identify the optimal
parameters for each ML technique in each dataset.
The performance of each technique depends on two
main factors: parameter settings and the input dataset.
The objective function to optimize is the MAE, aim-
ing for the lowest MAE. It should be noted that dif-
ferent optimal hyperparameter values were identified
for the same method in each dataset.

Next, we construct the ML techniques using the
identified parameters through the LOOCV technique.
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Table 1: Hyperparameter search space for techniques.

Technique Search space

KNN
n neighbors: [1 to 11]
weights: {’uniform’, ’distance’},
metric:[’euclidean’, ’manhattan’, ’cityblock’, ’minkowski’]

SVR

kernel: [’rbf’, ’poly’],
C: [5, 10, 20, 30, 40, 50, 100],
epsilon: [0.0001, 0.001, 0.01, 0.1],
degree: [2, 3, 4, 5, 6],
gamma: [0.0001, 0.001, 0.01, 0.1]

MLP

hidden layer sizes: [(8,), (8,16), (8, 16, 32), (8,16,32,64)],
activation: [’relu’, ’tanh’, ’identity’, ’logistic’],
solver: [’adam’, ’lbfgs’, ’sgd’],
learning rate: [’constant’, ’adaptive’, ’invscaling’],

DT
criterion: [’squared error’, ’friedman mse’, ’absolute error’, ’poisson’],
max depth: [None] + (1 to number of features),
max features: [None, ’sqrt’, ’log2’]

Table 2: Hyperparameter search space for the combiners.

Combiner Search space

KNN
n neighbors’: [1 to 4],
weights’: [’uniform’, ’distance’],
metric’: [’euclidean’]

SVR

kernel: [’rbf’, ’poly’],
C: [5, 10, 20, 30, 40, 50, 100],
epsilon: [0.0001, 0.001, 0.01, 0.1],
degree: [2, 3, 4, 5, 6],
gamma: [0.0001, 0.001, 0.01, 0.1]

MLP

hidden layer sizes: [(4,), (4,8)],
activation: [’relu’, ’tanh’, ’identity’, ’logistic’],
solver: [’adam’, ’lbfgs’, ’sgd’],
learning rate: [’constant’, ’adaptive’, ’invscaling’],

DT criterion: [’absolute error’],
max depth: [1, 4]

The first evaluation step involves assessing the rea-
sonability of the predictions generated by the four ML
techniques. To achieve this, we compare the perfor-
mance of our estimators against a baseline estima-
tor. This baseline estimator was created by conduct-
ing multiple random guessing runs. The performance
criterion used is the SA indicator.

As shown in Table 4, all techniques generated bet-
ter estimates than the 5% quantile of random guess-
ing. In fact, all techniques performed at least 50%
better than random guessing across all datasets, ex-
cept for the SVR technique in Desharnais dataset.
Additionally, the KNN technique outperformed the
baseline estimator in the Albrecht, COCOMO, De-
sharnais, and ISBSG datasets. Furthermore, in terms
of effect size, all techniques exhibited a significant
improvement over random guessing, with |∆| > 0.8.
Therefore, we can confidently state that the proposed
techniques are genuinely predictive and not merely
guessing.

However, it is important to note that this initial
evaluation step is not sufficient to draw conclusions

about the predictive capabilities of the effort estima-
tors. It only verifies whether these techniques perform
better than a baseline estimator. Further analysis is
required to make definitive conclusions regarding the
predictive capabilities of the effort estimator.

The next step involves evaluating the performance
accuracy of the proposed techniques using multiple
indicators. Each indicator captures a different aspect
of performance accuracy. It is important to note that
a predictive technique may have a contradictory rank-
ing based on different performance criteria, leading to
instability and inconclusive results regarding the ac-
tual performance of a given technique. To address
this, we employ a final ranking method called the
Borda Count, which utilizes the rankings of each tech-
nique according to each indicator. This voting system
is widely used in the literature of SDEE. The final
rankings for all datasets are presented in Table 5.

As observed, there is no single technique that con-
sistently outperforms the others across all datasets.
For example, the MLP, DT, and KNN techniques were
ranked first in two datasets each. However, the DT
and MLP techniques were ranked last in one dataset
each (Albrecht and COCOMO, respectively). The
SVR technique, on the other hand, was consistently
ranked last in four datasets and third in the remain-
ing two datasets. Therefore, we can conclude that the
SVR technique is the least effective among the four
techniques used in this study. Additionally, the DT
technique achieved the second position in the rank-
ings three times, while the KNN technique achieved
it twice, and the MLP technique achieved it once.
In summary, there is no single technique that can be
considered the most accurate overall. Even if a tech-
nique performs better than random guessing in terms
of the SA indicator and effect size, it does not guaran-
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Table 3: Datasets characteristics.

Dataset Size #Features Effort
Min Max Mean Median

Albrecht 24 7 0.5 105 21.87 11
COCOMO81 252 13 6 11400 683.44 98
Desharnais 77 12 546 23940 4833.90 3542

ISBSG 148 10 24 60270 6242.60 2461
Kemerer 15 7 23 1107 219.24 130
Miyazaki 48 8 5.6 1586 87.47 38

Table 4: Reasonability assessment of the SDEE techniques.

Dataset Albrecht COCOMO Desharnais ISBSG Kemerer Miyazaki
SA5% (in %) 30 15 15 13 34 34

Technique SA ∆ SA ∆ SA ∆ SA ∆ SA ∆ SA ∆

KNN 100 5.05 100 10.23 50 5.34 100 11.57 60 2.33 66 2.40
SVR 82 4.16 48 4.90 36 3.87 38 4.36 54 2.07 55 1.98
MLP 100 5.06 80 8.22 54 5.76 67 7.79 92 3.56 86 3.13
DT 86 4.37 100 10.23 58 6.15 71 8.25 87 3.38 90 3.28

tee its superiority across different accuracy indicators.

Table 5: Ranking of the four ML technique.

Rank Alb. COC. Des. ISB. Kem. Miy.
1 MLP KNN DT KNN MLP DT
2 KNN DT MLP DT DT KNN
3 SVR SVR KNN MLP KNN MLP
4 DT MLP SVR SVR SVR SVR

5.2 Evaluating Ensemble Methods

The next step involves constructing our proposed en-
semble, which is a heterogeneous ensemble based on
the four optimized ML techniques. We utilize two
types of combiners: three linear rules (average, me-
dian, and inverse ranked weighted mean) and four
non-linear rules (KNN, SVR, MLP, and DT). For clar-
ity, we use the following abbreviations:

• Ensemble with Average combiner: EAVG

• Ensemble with Median combiner: EMED

• Ensemble with IRWM: EIRWM

• Ensemble with MLP combiner: EMLP

• Ensemble with KNN combiner: EKNN

• Ensemble with DT combiner: EDT

• Ensemble with SVR combiner: ESVR
The non-linear rules were optimized using the grid
search optimization technique, considering the pa-
rameters range specified in Table 1. The proposed
ensembles yield improved estimates compared to the
5% quantile of random guessing, as shown in Table 6.
Furthermore, all ensemble techniques, regardless of
the combiner used, exhibit a significant improvement

over the baseline estimator, with ∆ values exceeding
0.8.

In the next step, we evaluate the proposed ensem-
ble using eight accuracy indicators and determine the
final rankings for both the single techniques and the
ensemble using a voting system technique. The final
rankings are presented in Table 7.

The rankings reveal that the ensemble using KNN
as the combiner achieved first place in three datasets:
Desharnais, ISBSG, and Miyazaki. On the other
hand, ESVR consistently ranked last in three datasets
and attained the 10th position in two datasets. More-
over, in the Albrecht dataset, both MLP and KNN sin-
gle techniques outperformed the ensemble methods.
Similarly, in the COCOMO dataset, KNN and DT
single techniques were more accurate than the ensem-
bles. In the ISBSG dataset, the KNN technique out-
performed the majority of ensembles. In the Miyazaki
dataset, the DT technique outperformed five out of
seven ensembles.

The key findings that can be drawn from this eval-
uation are that single methods can achieve competi-
tive performance similar to the ensemble methods and
that the ESVR technique remains the weakest ensem-
ble technique among those developed in this study.
Additionally, it is important to note that there is no
single approach, either single or ensemble, that can
be considered the best across all datasets, as the rank-
ings vary from one dataset to another. Therefore, a
more in-depth analysis of the software factors should
be conducted to identify an effective estimator tech-
nique that performs well in diverse circumstances.

Regarding the combination rules, the overall re-
sults suggest that non-linear rules can generate more
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Table 6: Reasonability evaluation of ensemble methods.

Dataset Albrecht COCOMO Desharnais ISBSG Kemerer Miyazaki
SA5% (in %) 30 15 15 13 34 34

Technique SA ∆ SA ∆ SA ∆ SA ∆ SA ∆ SA ∆

EAVR 93 4.71 83 8.50 54 5.78 74 8.57 75 2.91 76 2.75
EMED 97 4.91 94 9.63 55 5.82 79 9.09 78 2.99 79 2.85

EIRWM 96 4.87 91 9.36 57 6.08 82 9.49 82 3.18 82 2.98
EMLP 100 5.05 100 10.23 58 6.18 100 11.57 92 3.55 90 3.28
EKNN 100 5.05 100 10.23 62 6.56 100 11.57 69 2.66 100 3.62
EDT 94 4.77 93 9.53 51 5.45 91 10.59 91 3.52 88 3.21

ESVR 95 4.80 50 5.11 39 4.10 38 4.38 52 2.01 51 1.84

accurate results than linear rules, as they were ranked
higher than ensembles using linear rules. Specifi-
cally, KNN and MLP stand out as the best combiners,
achieving better rankings in four datasets compared to
the other combiners.

Table 7: Techniques ranking.
Rank Alb. COC. Des. ISB. Kem. Miy.

1 MLP KNN EKNN EKNN MLP EKNN
2 EMLP DT EIRWM KNN EMLP EMLP
3 EKNN EMLP DT EMLP EDT DT
4 KNN EKNN EMLP EDT EIRWM EIRWM
5 EMED EMED EAVR EIRWM DT EDT
6 EIRWM EIRWM EMED EMED EAVR EMED
7 ESVR EDT MLP EAVR EMED EAVR
8 EDT EAVR EDT DT EKNN KNN
9 EAVR SVR KNN MLP KNN MLP

10 SVR ESVR ESVR SVR SVR SVR
11 DT MLP SVR ESVR ESVR ESVR

To further validate our conclusions regarding the
combiners, we conducted clustering of the ensemble
techniques using the SK test based on the AE. Ta-
ble 8 presents the clusters identified in each dataset.
The ensemble method using KNN as the combiner be-
longed to the best cluster in four out of six datasets,
followed by the ensemble using MLP as the com-
biner. Additionally, the ensemble utilizing DT as the
combiner was part of the best cluster in two datasets.
Conversely, none of the linear combiners, except for
the Desharnais dataset, were included in the best clus-
ter. Hence, we can confidently conclude that the non-
linear rules, particularly KNN and MLP, are the pre-
ferred combiners among those utilized in this study.
These non-linear rules consistently enabled the en-
semble to generate statistically superior results.

Table 8: SK test for the ensemble methods.

Rank Alb. COC. Des. ISB. Kem. Miy.
EAVR 7 5 1 5 3 3
EDT 6 4 1 3 1 2

EIRWM 4 4 1 4 2 3
EKNN 2 1 1 1 4 1
EMED 3 3 1 4 3 3
EMLP 1 2 1 2 1 2
ESVR 5 5 2 6 5 4

To assess the statistical significance of the pro-
posed techniques, we conducted a statistical analysis
using the SK test. The AE of the 11 estimation tech-
niques served as input for this test. Table 9 presents
the identified clusters in each dataset, and Figs. 1-
2 illustrate the output of the SK test for the ISBSG
and Miyazaki dataset (other figures are excluded due
to space limitations). Notably, varying numbers of
clusters were identified in each dataset. The Albrecht
dataset exhibited the largest number of clusters, with
a total of ten. Each cluster consisted of only one tech-
nique, except for the best cluster, which encompassed
the MLP and EMLP techniques. The worst cluster
in this dataset comprised the DT technique. In the
COCOMO dataset, six clusters were identified, with
the best cluster including the KNN, EMLP, and KNN
techniques. In the Desharnais dataset, two clusters
were identified, with the best cluster encompassing
all techniques except the SVR and ESVR techniques.
Among the seven clusters identified in the ISBSG
dataset, the best one included the KNN and EKNN
techniques. The Kemerer dataset yielded six identi-
fied clusters, with the MLP, EMLP, and EDT tech-
niques ranking as the best. Finally, in the Miyazaki
dataset, five clusters were generated, with the EKNN
technique emerging as the best approach.

Table 9: Identified clusters by SK test.

Rank Alb. COC. Des. ISB. Kem. Miy.
DT 9 2 1 5 2 2

EAVR 8 5 1 4 4 4
EDT 7 4 1 3 1 3

EIRWM 5 4 1 4 3 4
EKNN 2 1 1 1 5 1
EMED 4 3 1 4 4 4
EMLP 1 1 1 2 1 2
ESVR 6 5 2 7 6 5
KNN 3 1 1 1 5 5
MLP 1 5 1 6 1 3
SVR 10 6 2 7 6 5

The obtained results, except for the Miyazaki
dataset, suggest that there is no significant evidence
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indicating the superiority of one technique over an-
other. This implies that the ensemble techniques ex-
hibit similar predictive capabilities as the single tech-
niques. However, there is confirmation regarding the
combination rules: the non-linear rules, with the ex-
ception of the SVR combiner, consistently demon-
strate better performance compared to the linear rules.
This is evident from their inclusion in the best cluster
across all datasets, either as all three non-linear rules
or at least one of them.

Figure 1: Output of SK test in ISBSG dataset.

6 THREATS TO VALIDITY

In this section, we focus on discussing potential chal-
lenges to the validity of the conclusions drawn in this
empirical study. We identify three specific types of
threats to the validity of the findings:
Internal Validity: is a critical aspect of any empiri-
cal study. In fact, we adopted the LOOCV technique
to assess the predictive capabilities of the effort es-
timators. In fact, this approach tends to yield lower
bias and high variance estimate. Moreover, using this
approach we guarantee the replication of the empiri-
cal results obtained in contrast to cross validation or
holdout techniques.
External Validity: concerns the definition of the va-
lidity perimeter of the obtained results. In fact, the
proposed techniques, and their empirical assessment
concern only the field of SDEE. Moreover, in this
study we tried to employ several datasets that have
different characteristics and collected from different
resources.
Construct Validity: the performance criteria are an
essential aspect of the assessment process of the es-
timation techniques. Using biased criteria led to the
generating of wrong conclusions. In this paper, eight
unbiased metrics were used for the assessment pur-
pose. These criteria are wieldy used in the literature
of SDEE. Concerning the hyperparameters values, we
used grid search optimization technique to fine-tune

the hyperparameters settings for the employed tech-
niques. The use of other optimization techniques may
generate different results and therefore different con-
clusions.

Figure 2: Output of SK test in Miyazaki dataset.

7 CONCLUSIONS AND FUTURE
WORK

This paper focuses on the utilization of non-linear
combiners to determine the final output of a Hetero-
geneous EEE based on four commonly used ML tech-
niques in SDEE literature. The hyperparameters of
these techniques were fine-tuned using the grid search
optimization technique. Seven combiners were em-
ployed to combine the individual estimates within the
proposed ensemble. Three linear rules, namely aver-
age, median, and inverse ranked weighted mean, were
utilized based on their wide application in EEE lit-
erature. Additionally, four non-linear rules, namely
MLP, KNN, SVR, and DT, were incorporated. The
hyperparameters of the non-linear combiners were
optimized using the grid search technique. The em-
pirical evaluation was conducted on six datasets us-
ing the LOOCV technique. Multiple unbiased perfor-
mance indicators were employed for assessment pur-
poses. The key findings related to the three RQs ad-
dressed in this paper are summarized as follows:

• (RQ1): The overall results indicate that there is
no compelling evidence supporting the superior-
ity of the proposed heterogeneous ensemble over
its base learners. However, certain ensembles ex-
hibited better predictive capabilities than individ-
ual members and were outperformed by others.
Furthermore, based on the SK test, it was ob-
served that all the best clusters identified in all
datasets consisted of a combination of both sin-
gle and ensemble approaches. Therefore, it can
be concluded that both techniques share similar
predictive capabilities.

• (RQ2): The empirical analysis reveals that en-
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sembles employing non-linear rules yield more
accurate estimations compared to those utilizing
linear combiners.

• (RQ3): The KNN and MLP combiners appear
to be more suitable for combining estimates pro-
vided by the proposed combinations of single
techniques. Moreover, the SK test demonstrates
that the best cluster in all datasets exclusively
comprises non-linear rules, particularly the KNN
and MLP rules.

Future research directions will explore the use of dif-
ferent single estimators for constructing ensembles
and investigate the effectiveness of other non-linear
rules to develop accurate and stable EEE models.
Additionally, investigating datasets containing mixed
types of features (e.g., numerical and categorical) is
crucial to assess the efficacy of the proposed ensem-
ble methodology.
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