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Abstract: Knowledge management has become a crucial activity for organizations focused on knowledge. This is par-
ticularly true for software development companies, as their knowledge has become a complex factor directly
influencing the practice of developing and maintaining software products. One challenge in software mainte-
nance is organizing knowledge effectively. While tools like bug tracking support the maintenance of software-
based products, they primarily automate processes and may not address knowledge organization compre-
hensively. To enhance tool utilization, one approach is to incorporate ontology, which explicitly represent
knowledge for efficient retrieval. This work aims to present a prototype ontology that can be further improved
through a proactive and reactive knowledge management initiative in a software development company. A
case study was conducted in the customer support sector of the company, utilizing data analysis from a dedi-
cated database and engaging in conversations with a company collaborator. The prototype is presented along
with its capabilities to address the problem identified in this study. It is concluded that the developed ontology
could be an option for assisting the knowledge organization process in the studied company. However, further
research is necessary to assess the return on investment of implementing the suggested solution.

1 INTRODUCTION

The world is undergoing transformation changes
driven by the vast flow of information, globalization,
and the rise of a knowledge-based society focused on
knowledge production and dissemination (de Faria,
2003). Consequently, ”companies have increasingly
embraced knowledge as a means to enhance their
competitiveness” (dos Santos et al., 2016). Given
the socially intricate nature of knowledge, its imita-
tion is challenging, and thus, organizations that prior-
itize knowledge can attain sustained competitive ad-
vantages by not only creating knowledge but also ef-
fectively leveraging it (Trierveiler et al., 2015). The
paradigm of the information society has displaced the
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industrial society paradigm, shifting from a national
economy to a global economy and from centralization
to decentralization. These characteristics define the
knowledge society (SOUZA, 2015). Consequently,
an organization’s knowledge becomes its competitive
advantage, setting it apart from competitors. How-
ever, it’s important to note that this knowledge does
not reside solely within the organization itself, but
rather within the individuals who comprise it (La-
combe, 2013).

The same holds true for software development
companies. Knowledge is acknowledged as a mul-
tifaceted element that shapes the practice of soft-
ware engineering (Schneider et al., 2009), leading to
improved individual and organizational performance
and competitive advantage (Mao et al., 2016). Ac-
cording to (Chen et al., 2018), the majority of soft-
ware development costs arise during the production
phase, when the software is ready and actively used
by users, requiring ongoing enhancements and up-
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dates carried out by maintenance teams.
According to (iee, 1998), the software mainte-

nance process encompasses several phases, includ-
ing problem identification, classification, prioritiza-
tion, analysis, design, implementation, testing, and
delivery. To successfully execute these phases, it is
essential to possess knowledge of the product domain,
understand the characteristics of the organization uti-
lizing the software, and be familiar with various soft-
ware engineering techniques and tools. However,
(Anquetil et al., 2007) highlight a significant chal-
lenge in software maintenance, which is the scarcity
of knowledge about the product, as this knowledge
often resides solely within the minds of software en-
gineers.

The user support sector plays a pivotal role in soft-
ware product maintenance, as it serves as the interme-
diary between user dissatisfaction and the resolution
of encountered problems. While tools like Bug Track-
ers exist to assist in resolving issues, such as duplicate
problem reports (Hindle and Onuczko, 2019), they do
not guarantee a solution to the challenge of effectively
organizing knowledge related to the correction pro-
cess.

While not all knowledge management (KM) prac-
tices rely on information systems, such systems can
play a collaborative role in KM through various
means. They can facilitate efficient knowledge search
within existing databases, provide means for external-
izing knowledge, and help determine customer needs
through transactional data analysis (Alavi and Leid-
ner, 2001). KM systems act as facilitators by captur-
ing knowledge, ensuring its relevance in terms of pro-
cesses and content, and making it available to inter-
ested parties when needed (Damodaran and Olphert,
2000) .

Hence, the aim of this article is to utilize data
mining from a software development company’s cus-
tomer call database to propose an initial version of
a domain ontology. This study, conducted as a case
study, intends to address the following research ques-
tion: Can ontologies serve as a means to enhance the
knowledge retrieval process of an instant payments
online software product?

2 KNOWLEDGE MANAGEMENT
AND SOFTWARE
ENGINEERING

According to (Matsumoto, 2014) , Software Engi-
neering encompasses the discipline of software de-
velopment, operation, and maintenance. It is com-

posed of 15 areas of knowledge, which include: Soft-
ware requirements, Software design, Software con-
struction, Software testing, Software maintenance,
Software configuration management, Software Engi-
neering Management, Software Engineering Process,
Software Engineering Models and Methods, Software
Quality, Software Engineering Professional Practice,
Software Engineering Economics, Computing Fun-
damentals, Fundamentals of Mathematics, and Engi-
neering Foundations.

While the development phase of a software project
typically spans a few months or years, the software
maintenance phase often extends over many years
(Serna and Serna, 2014). During this phase, the soft-
ware undergoes modifications aimed at fixing issues
and enhancing performance. To accomplish this, var-
ious steps are involved, including problem identifica-
tion, prioritization, analysis, design, implementation,
testing, and delivery (iee, 1998). Hence, the mainte-
nance phase encompasses the Software Engineering
phases as defined by Swebok. Knowledge plays a cru-
cial role in this context, as the maintenance team re-
quires an understanding of the software’s domain, its
user base, Software Engineering practices, program-
ming languages utilized, module interrelationships,
and more (Pigoski, 1996).

This knowledge often proves challenging to iden-
tify and locate, as it may be documented sparingly
or reside solely within the minds of specialists. Con-
sequently, a significant portion of this knowledge re-
mains untapped and unused in day-to-day operations
(Walz et al., 1993). Knowledge Management (KM)
aims to address this issue by developing structured
systems and processes to ensure the retention and
sharing of knowledge. According to (Gopalkrishna
et al., 2012), KM involves incorporating individual
knowledge into business processes, enabling software
maintainers to share knowledge (RODRÍGUEZ ET.
AL., 2004). This sharing of knowledge offers nu-
merous benefits, including enhancing product quality,
improving software maintenance processes, reducing
costs, and minimizing errors (Dingsøyr and Conradi,
2002).

Some fundamental concepts for the implementa-
tion of a GC system, regarding the basic objects that
are manipulated, are the concepts of (I) data, which
is any content that can be observed; (II) informa-
tion, which is content that represents data that has
been analyzed, that is, contextualized data; and (III)
knowledge, which is the understanding of informa-
tion (Statdlober, 2016). Still, as for the types of exist-
ing knowledge, two stand out: tacit knowledge, which
is not formally documented anywhere, is that which
belongs to a particular individual, and explicit knowl-
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edge, which is that which has been documented and
can be accessed either in a physical document or in an
electronic system.

2.1 Knowledge Centered Support

Companies have recognized the significance and cru-
cial role of customer support quality in gaining a com-
petitive edge (Negash et al., 2003). Despite the ex-
istence of electronic systems, (Davenport and Klahr,
1998) argue that accessing the knowledge required
to solve customer problems is not straightforward.
The extensive time required to search for solutions
within documents means that the only readily accessi-
ble knowledge is that which resides within the minds
of experts. Consequently, organizations often rely
on a large number of specialists to address the di-
verse range of customer issues. (Davenport and Klahr,
1998) also discuss the utilization of knowledge man-
agement techniques by organizations to externalize
knowledge and make it readily available to support
teams.

The subarea of Knowledge-Centered Support, de-
veloped by the Consortium for Service Innovation,
primarily focuses on reactive knowledge manage-
ment. Reactive knowledge management involves cap-
turing and updating knowledge at the moment it is re-
quired or has been utilized (Statdlober, 2016). This
approach offers several advantages, including poten-
tially lower knowledge management costs, integration
of knowledge generation into the customer support
process, and alignment of stored knowledge with cus-
tomer needs. However, there are also drawbacks to
this approach, such as the potential lack of necessary
knowledge during initial interactions and the risk of
redundancies within the knowledge base.

The primary focus of the case study conducted
in this work was the Solution Loop, which is a
set of practices within Knowledge-Centered Support
(KCS) for capturing, structuring, reusing, and im-
proving knowledge (Statdlober, 2016). In the first
stage, knowledge is ”captured” at the point when it
becomes explicit. This capture should occur in the
user’s context to aid in knowledge retrieval. The
captured knowledge is then stored to facilitate future
queries. In the second stage, the knowledge is ”struc-
tured,” involving descriptions, technical environment
details, solutions, and metadata. The third stage en-
tails ”reusing” the knowledge, wherein users are en-
couraged to search the knowledge base before seek-
ing support to determine if a solution to their prob-
lem already exists. This practice helps avoid unneces-
sary repetition by leveraging existing articles. Finally,
the last stage involves ”improvement” of knowledge

through reviewing and updating existing content.

2.2 Ontology for Storing and Retrieving
Knowledge

The field of knowledge representation is described by
(Lakemeyer and Nebel, 2005) as a subfield of artifi-
cial intelligence that addresses the challenge of rep-
resenting, maintaining, and manipulating knowledge
related to a specific application domain. (Lakemeyer
and Nebel, 2005) also discuss the computational cri-
teria involved, including the expressiveness and ef-
ficiency of the representation. They highlight the
need to strike a balance between these two factors
to achieve the desired objectives with the knowledge
representation.

An ontology can be defined as a representational
artifact that, when integrated into systems, provides a
structured framework for machines (Almeida, 2020).
A representational artifact refers to a representation,
model, or description of an object, process, or con-
cept created to aid in understanding, explaining, or
communicating an idea. Essentially, it is an artificial
construct that represents something that exists or can
exist. For instance, a map is a representational ar-
tifact that visually depicts the geography of a place.
Similarly, an ontology can be considered a represen-
tational artifact, as it serves as a model that represents
concepts and relationships within a specific domain
of knowledge (Almeida, 2020).

Furthermore, an ontology can serve as a means
to facilitate the sharing of organizational knowledge,
enabling interoperability among the systems within
a company (Horrocks, 2008). An ontology can
be defined as a ”conceptual and terminological de-
scription of shared knowledge about a specific do-
main” (Serna and Serna, 2014), enhancing commu-
nication between different stakeholders by establish-
ing a common nomenclature and conceptualization
system (De Reuver and Haaker, 2009). This shared
understanding and standardized representation foster
improved communication and collaboration among
various actors in an organization.

By employing ontologies, it becomes feasible to
define concepts, classes, properties, and relationships
between objects. These ontologies help structure and
organize knowledge, establishing a shared vocabu-
lary for researchers who require information sharing
within a specific domain (Noy et al., 2001). A do-
main ontology serves as a formal and explicit repre-
sentation of concepts, entities, and their relationships
within a particular knowledge domain. Its primary
objective is to enhance comprehension, communica-
tion, and interoperability among systems and individ-
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uals involved in that domain (Chandrasekaran et al.,
1999).

Domain ontologies play a critical role in current
research areas such as Machine Learning, Internet
of Things, Robotics, and Natural Language Process-
ing. They enable information exchange among dis-
parate systems (McDaniel and Storey, 2019). Among
their many applications, domain ontologies are uti-
lized in Knowledge Management (KM) systems to or-
ganize and structure knowledge within organizations
(Almeida and Barbosa, 2009). Several methods ex-
ist for the development of domain ontologies, aiming
to provide systematic guidance for their construction
and subsequent manipulation. In this article, we will
focus on and follow Method 101, developed by (Noy
et al., 2001).

2.2.1 Method 101

Method 101 serves as a valuable resource for ontol-
ogy creation. To avoid redundant mentioning of the
authors who developed the method, it should be noted
that this section draws inspiration entirely from their
guide. While various methods exist in the literature,
there is no definitive or superior approach to ontol-
ogy development. Thus, the selection of a method
to define an ontology is guided by three principles:
(I) There is no singular correct way to model a do-
main; multiple viable alternatives always exist. (II)
The optimal solution depends on the intended appli-
cation and anticipated extensions. (III) Ontology de-
velopment is an iterative process, requiring continu-
ous refinement and iteration.

The guide outlines 7 main steps to aid in ontol-
ogy modeling and prompt relevant questions during
the process. These steps are as follows:

• Step 1: Begin designing the ontology by posing
basic questions that help define the domain. Sub-
sequently, develop competency questions that the
knowledge base should be capable of answering.

• Step 2: Determine if the domain has already
been modeled by checking publicly available
databases, or consider using an expandable ver-
sion of an incomplete domain.

• Step 3: Compile a list of terms that need to be ex-
plained to users. Identify which terms represent
properties and which refer to classes or individu-
als.

• Step 4: Define the classes and class hierarchy us-
ing one of three approaches: (I) Top-Down, where
the most general classes are defined first and spe-
cialists are defined later; (II) Bottom-Up, where
the most specific classes are defined first, fol-

lowed by their generalizations; and (III) a mixture
of Bottom-Up and Top-Down.

• Step 5: Determine the characteristics that describe
both the class as a whole and individual instances.
These characteristics can be intrinsic or extrin-
sic. Define the (non-hierarchical) relationships
between different classes.

• Step 6: Define the properties, which can have var-
ious types and cardinalities (e.g., string, number,
boolean, enumeration).

• Step 7: Select a specific class and develop in-
stances or individuals that represent specific de-
tails about that class.

The guide also emphasizes other ”good practices,” but
for the purposes of this article, the discussion of the
methodology steps is sufficient.

2.3 Related Works

The works of different authors related here provide
perspectives on how ontologies can be applied to ad-
dress issues relevant to user support, the software
industry, and information retrieval in the context of
knowledge management.

Starting the literature review, we have the research
by (Oliveira et al., 2022), where the authors con-
ducted an investigation in the context of software de-
velopment support. The researchers modeled an on-
tology using Protégé software, based on stages of
planning, specification, knowledge acquisition, con-
ceptualization, and ontology validation. The purpose
of the developed ontology was to provide an arti-
fact that could be used to translate poorly structured
and uninformative reports from the support sector into
more meaningful texts.

In the context of ontologies used to collaborate
during the software engineering process, specifically
in the subfield of requirements engineering, (Nardi
and de Almeida Falbo, 2006) present an ontology that
is intended to serve as a foundation for the develop-
ment of tools in this domain. The authors empha-
size the importance of a clear understanding of re-
quirements concepts, as well as their relationship with
other elements of the software engineering process.
Furthermore, they continue to elaborate that with an
understanding of these concepts, it is possible to build
tools that support the requirements engineering pro-
cess and are more useful than traditional tools.

(Isotani and Bittencourt, 2015) provide a review
of the main challenges encountered when it comes
to ontology-based software engineering. They dis-
cuss the adoption of ontologies in software engineer-
ing to create tools that help prevent communication
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errors, requirements issues, and information sharing
problems. They also explore how ontologies can as-
sist in software management, ensuring quality and in-
tegrity throughout the software development phases.
The authors identify best practices in areas related to
software engineering with the intention of creating a
semantic software development environment. An in-
teresting point related to this work is the difficulty in
managing information for developers due to the com-
plex landscape of different interdisciplinary and dis-
tributed systems, and the fact that information flow
between agents, clients, and end-users does not al-
ways occur adequately.

To conclude, in the context of ontologies as ar-
tifacts for information retrieval, (Rezgui, 2006) pro-
poses and validates an ontology in the construction
industry sector. Information retrieval techniques are
used to support the needs of users involved in the
central system of the case study discussed in the ar-
ticle. The paper also discusses how ontologies can be
used to semantically index knowledge present in doc-
uments, even though more conventional techniques
like keyword-based indexing yield satisfactory re-
sults, they simplify important elements such as the
hierarchical relationship between terms, aggregation
between different terms, and the distinction between
specialization of different terms.

3 RESEARCH METHOD

The completion of this article involved four distinct
stages. The first stage involved conducting a litera-
ture review on ontologies, knowledge management,
software maintenance, and the selected ontology en-
gineering methodology, namely the ”one hundred
and one” method. Additionally, a survey of related
works was conducted during the theoretical founda-
tion phase, with an exploratory and non-exhaustive
approach. This survey encompassed works that ap-
plied ontologies to aid in the software development
process, customer support process, and as informa-
tion retrieval artifacts.

The research tool employed for this study was
Google Scholar, chosen for its indexing capabili-
ties across various types of works, thereby facilitat-
ing the search process. The key terms used in Por-
tuguese to search for references on the mentioned
topics included: “Ontologias”; “Desenvolvimento
de Ontologias”; “Ontologias em desenvolvimento de
Software”; “Ontologia no suporte ao consumidor”;
“Método 101”; “Recuperação da informação”; “On-
tologia para recuperação da informação”; “Ontolo-
gia para manutenção de Software”. Additionally, the

following English keywords were utilized: “Ontol-
ogy”; “Ontology Development”; “Ontology in soft-
ware development”; “Ontology for customer sup-
port”; “Method 101”; “Information Retrieval”; “On-
tology for information retrieval”; “Ontology for Soft-
ware Maintenance”. In the second stage of this work,
a case study was conducted involving the develop-
ment of a domain ontology for the support sector of a
software development company. The case study fol-
lowed the steps outlined in the Method 101 guide pro-
posed by (Noy et al., 2001). The dataset used for the
case study consisted of structured (numeric) and un-
structured (text) data, provided by a software com-
pany specializing in the financial market. The dataset
was collected between January 2021 and April 29,
2022, and comprised 4,591 call occurrences. The data
was initially organized in a tabular spreadsheet for-
mat, consisting of 56 fields. However, for the purpose
of developing the ontology and conducting the case
study, only 5 fields were deemed relevant: Subject,
Reason/Functionality, Type, Creation time, and Time
of resolution.

For data analysis, the Orange software was uti-
lized, originally developed as a library for the Python
programming language, offering a wide range of
machine learning algorithms (Demšar et al., 2013).
Since its inception in 1997, it has garnered an active
user base that contributes to the library’s ongoing de-
velopment and maturity. The visual interface version
of Orange includes pipelines for data visualization,
which aim to simplify the data exploration process by
concealing complex implementation details (Demšar
et al., 2013). One drawback of using Orange is the
absence of certain features found in other similar soft-
ware, such as KNIME (Tougui et al., 2020). Never-
theless, the graphical interface of Orange proved to be
indispensable for this article as it offers unique com-
ponents called Widgets that can be interconnected to
create a data processing and visualization flow.

In order to visualize and clean the data, a prepro-
cessing step was performed to remove elements with
null values in the columns of interest. Additionally,
unnecessary columns were eliminated for both data
analysis and ontology development, resulting in a re-
duced total of 4,381 occurrences. To achieve this, two
workflows were created using the Orange Software.
For analyzing the attributes ”Motive/Functionality,”
”Type,” ”Time of creation,” and ”Time of resolution,”
an exploratory data analysis was conducted utilizing
a collection of simple but robust techniques (Lopes
et al., 2019). The first workflow employed a combi-
nation of Widgets including ”data import,” ”Column
selection,” ”Column remover by parameter,” ”Unique
per category,” ”Bar chart,” and ”Statistics.”
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The second workflow was developed for analyz-
ing the ”Subject” attribute, utilizing text mining con-
cepts, which involve the preparation of text data.
The commonly adopted approach in text mining is
to employ the simplest technique that yields satisfac-
tory results, such as the TF-IDF (Term Frequency-
Inverse Document Frequency) algorithm (Provost and
Fawcett, 2016). The TF-IDF algorithm is widely rec-
ognized for word weighting, utilizing two key com-
ponents: the term frequency (TF), which measures
the frequency of a term within a document, and the
inverse document frequency (IDF), which quantifies
how many documents contain the term ((Hakim et al.,
2014). The TF-IDF value is calculated using the fol-
lowing equation, where t represents the term, d de-
notes a document, and D represents the collection of
documents:

T F − IDF(t,d,D) = T F(t,d)xIDF(t,D) (1)

For this second workflow, the following Widgets
were utilized: ”Data import,” ”Column selection,”
”Removal of lines by parameter,” ”Corpus,” ”Text
pre-processing,” ”Concordance,” and ”Extraction of
keywords.”

Furthermore, it is worth mentioning that alongside
the automated data analysis, a manual examination of
the database was conducted on a case-by-case basis
to gain a deeper understanding of the context for each
keyword. Concurrently with the second stage, the
third stage involved conducting an interview with an
employee from the company to gain clarity on prob-
lem definitions, competency issues, and important vo-
cabulary terms, such as initial classes and individuals
for the ontology.

The fourth step involved ontology modeling us-
ing the Protégé ontology modeling software, which
was developed by Stanford University. Protégé en-
ables the editing of ontologies and knowledge bases
through a graphical interface with Java API (Sivaku-
mar and Arivoli, 2011). This tool was selected
due to its widespread usage in ontology development
and its numerous functionalities, including ontology
creation, modification, querying, and visualization
(Schekotihin et al., 2018).

With the case study defined, and the ontology de-
veloped, a critical discussion is conducted, drawing
upon concepts presented in the theoretical foundation,
to evaluate the usefulness of the prototype and how
it can integrate into the knowledge-centered support
process. The methodology is illustrated in Figure 1.

The next chapter will explain the results of the
methodological procedures carried out here.

Figure 1: Flowchart of the summarized methodology.

4 RESULTS AND DISCUSSION

4.1 Context of the Study

The focus of the study is a company operating in the
technology sector, specifically involved in developing
solutions for the financial market. The company in
question is based in the city of Campinas (SP) and
employs over 900 individuals, as indicated by infor-
mation obtained from its official website. The spe-
cific area of investigation is centered around provid-
ing support for a software product line aimed at facil-
itating instant payments.

As a result of high employee turnover, it is often
the case that support staff lack the necessary knowl-
edge to provide a satisfactory solution to customers,
necessitating a search process to find another team
member with the required expertise. Therefore, the
outcome of this case study, which is the initial ver-
sion of the ontology, aims to describe the ontological
classes and individuals related to the most prevalent
issues found in the provided dataset. The objective is
to establish an efficient knowledge base that can be
accessed through the ontology. The following sec-
tion will delve into the information obtained through
the exploratory data analysis conducted on the given
dataset.

4.2 Quantitative Data Analysis

Prior to commencing the ontology development pro-
cess, it is recommended to conduct a quantitative
analysis of the data. This analysis serves two pur-
poses: firstly, to assess the validity of the claim
regarding support delays in resolving tickets, and
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secondly, to gather additional information from the
dataset that can be utilized in subsequent stages.

Figure 2 illustrates the distribution of calls based
on their classification. It is evident that the majority of
calls fell into the ”Service Request” category, totaling
2116 occurrences. The second most frequent classi-
fication was ”Incident” with 1457 occurrences, fol-
lowed by ”Doubt” with 806 occurrences. Conversely,
the ”Problem” classification had a negligible presence
in the dataset, comprising only 2 occurrences, which
accounts for a mere 0.04 percent of the total. Conse-
quently, this class was disregarded for future analyses.

Figure 2: Bar chart for distribution of reasons.

Considering the company’s primary motivation to
implement knowledge management practices, specif-
ically the prevalence of undocumented knowledge in
the support process, Table 1 presents the essential in-
sights to comprehend this requirement.

Table 1: Summary of data statistics on Call Type.

Type average hours median hours maximum hours

Service Request 111.06 47 2,963

Incident 102.17 40 2,701

Doubt 65.47 26 1,306

4.3 Domain Definition

In accordance with the recommendations outlined in
Method 101, the definition of the ontology began by
engaging in interactions with a collaborative mem-
ber from the company and conducting data analysis.
These initial steps were taken to gain an understand-
ing of the ontology’s scope and domain. Several key
questions were addressed during this process, includ-
ing: ”What is the intended purpose of the ontology?”,
”What specific inquiries should the ontology be able
to address?”, ”Who will be involved in the ongoing
development of the ontology?”, ”What software ser-
vices does the company offer that can be referenced in
support tickets?”, ”What types of support tickets can

be submitted via email and the portal?”, and ”What
are the different topics (reasons/functionality as they
appear in the dataset) that have been mentioned in the
previously reported issues?”.

With this information, an understanding of the do-
main has been established, wherein the ontology will
serve as a support tool for crafting responses to cus-
tomer inquiries. Furthermore, it will assist in identi-
fying the most frequent types of issues encountered in
the customer journey, enabling prompt responses and
definitive solutions, thereby mitigating the likelihood
of future recurrences. Additionally, the support team
will be tasked with maintaining an up-to-date knowl-
edge base and ensuring continuous evolution of the
ontology.

Lastly, the software services provided to cus-
tomers encompass pre-configured environments tai-
lored to fulfill technical and legal requirements man-
dated by regulatory entities. Additionally, an API
service is available, enabling these environments to
make calls and execute functions associated with the
Instant Payment System. Customers can seek sup-
port for incidents, problems, questions, and services
through email and the support portal. The classifica-
tion of these requests can vary as per the customers’
specifications, which occasionally leads to misclas-
sifications. Following pre-processing, a total of 301
distinct types were identified.

4.4 Definition of Terms

As discussed, an ontology can be viewed as a spe-
cialized vocabulary pertaining to a specific domain.
Following the recommendations outlined in Method
101, the second stage of the method was omitted in
this case, as the initial proposal for the ontology pos-
sesses an ad hoc nature. Consequently, the third step
of Method 101, utilizing automated procedures with
the Orange Data Mining tool, was employed to con-
duct an initial exploration of the most pertinent terms.
Subsequently, a manual review was conducted, sifting
through the terms present in the raw dataset and com-
paring them with the terms generated automatically,
as illustrated in Table 2.

Afterwards, several straightforward steps were
undertaken during the text mining process to extract
keywords. These steps involved eliminating null el-
ements in the relevant columns and performing text
pre-processing tasks such as removing stop words,
converting words to lowercase, and eliminating spe-
cial characters.

Upon extracting the terms, it becomes evident
from the summarized Table 3 that the calls align with
the previously discussed domain and address the com-
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Table 2: Example of available data in the call database.

ID Type Subject
452317 Incident problem with pix key registration
452417 Service dynamic qr code expiration

452435 Service
messaging - production -
conectivity test

452486 Service
synchronization Scheduling -
access denied

452489 Service reprocessing of pix transactions

452497 Service
pix not sent - mip does not notify
transaction

452501 Incident
transactions are getting backlogged
in the queue

452512 Service account pi balance discrepancy

452562 Incident
errors generated on the occurrence
reprocessing screen - production

452642 Service
implementation of dynamic qr
code in mip

452668 Service
pix receipts with central bank
rejection

452720 Service payment rejection

452844 Incident
authentication failure in keycloak -
testing environment - high priority

453678 Incident
intermittence in the operation of
pix addressing

petency questions. The terms that substantiate this
assertion include ”environment,” ”failure,” ”unavail-
ability,” ”pix,” ”spi” (Instant Payment System), ”ver-
sion,” and ”key.” It is worth noting that these terms
were selected based on their relevance, disregarding
miscellaneous terms encountered during manual anal-
ysis, which will be further elaborated upon in the sub-
sequent section explaining the classes.

4.5 Classes, Relations and Individuals

With the key terms identified for prototype develop-
ment, the process of understanding commenced to de-
termine the classes offered by the dataset, as well as
the individuals within each class and the relationships
that interconnect them to form a cohesive whole. The
Protégé ontology editing software was utilized to it-
erate between ontology modeling and reviewing the
data. This step posed significant challenges due to the
limited availability of information and the inadequate
classification of call types and reasons. However, the
following classes were successfully defined:

• CustomerSPI: Refers to the direct customers of
the company’s services. These customers are

Table 3: Example of terms raised automatically.

Words TF-IDF
pix 0.4961291716912596

slowness 0.4131082316814325
production 0.20207860874503155

client 0.017304412146895203
homologation 0.016168418252144694

keys 0.016139044668015756
qrcode 0.01607894193583626

dict 0.01497739958596505
account 0.01398328586318701

key 0.013683693406186373
dispute 0.013272857555930528
problem 0.013170211949826253

notification 0.013158701148155087
bacen 0.012206098834082134

spi 0.01114051326557928
version 0.010967236521929333

addressing 0.010783646007998277
environment 0.010713365428183354

synchronization 0.010121971026313355
failure 0.009995997632641442

unavainability 0.009878362015947875
return 0.009509278184916889

portability 0.009137496411406064

small, medium, or large-sized establishments that
have opted to utilize the Banking as a Service so-
lutions provided by the company.

• PIAccount: Refers to the account used by end
users when conducting any form of instant pay-
ment transaction, such as pix.

• Agent: Designates an employee of the company
who is responsible for addressing incoming calls,
irrespective of the call type.

• Environment: This class represents the type of
environment utilized during the implementation
process of the provided solutions, once the im-
plementation is completed and the system is fully
operational. Two instances have been identified:
”Environment for Approval” where tests are con-
ducted to ensure the proper functioning of the
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environment components and adherence to reg-
ulations set by the Central Bank, and ”Produc-
tion Environment” where the system is actively
used by customers for their daily operations as
per the contracted services. This class exhibits
a strong relationship with the ”Environment El-
ements” class.

• API: Refers to the API (Application Programming
Interface) service that acts as a bridge between a
customer’s environment and the services managed
and administered directly by the company. This
API service enables seamless communication and
interaction between the customer’s environment
and the company’s services. The API class is
closely linked to the ”API Elements” class, which
encompasses the specific elements and compo-
nents associated with the API service.

• Invocation: This is the central class in the case
study, representing the tickets that are submitted
to the support team. It is further divided into three
subclasses: ”Environment Ticket”, which pertains
to calls directly related to an environment; ”Func-
tionality Ticket”, which relates to calls directly as-
sociated with API functionality; and ”Regulatory
Ticket”, which involves a regulatory communica-
tion or requirement from the Central Bank or an-
other governing body.

• ”Environment Element”: This class represents the
components or characteristics that constitute an
environment. Generally, an environment element
can be a software module specific to the com-
pany’s solutions or more general ones, denoted
by the ”Environment Module” subclass. It can
also encompass infrastructure-as-a-service or pro-
prietary infrastructure providers, indicated by the
”Environment Provider” subclass. Additionally,
hardware or virtual resources that form the infras-
tructure of the environment are represented by the
”Environment Resource” subclass.

• ”API Element”: This class represents the ele-
ments that constitute the API solution. An API
element is further divided into two subclasses.
”Endpoint” refers to the electronic address and,
upon ontology expansion, it should have attributes
such as Method and fields present in the request
body. The second subclass, ”API Functionality”
pertains to high-level functionalities that can be
accessed through requests to endpoints. It special-
izes in three types of functionality:
– ”Account Functionality”: which operates on

Instant Payment Accounts.

– ”QRCode Functionality”: which operates on
QR codes.

– ”Transaction Functionality”: which handles
money movement and payments.

• ”Cause”: This class holds significant importance
for the subsequent retrieval section. It encom-
passes the various problems or general themes for
which a ticket was opened to seek resolution. The
database used revealed diverse reasons, but the
most common and notable ones identified include:
”Missing Parameter”, ”Duplicate key”, ”Key Cre-
ation Failure”, ”Key Deletion Failure”, ”Security
Failure”, ”Functionality Implementation”, ”Mod-
ule Implementation”, ”Environment Unavailabil-
ity”, ”Functionality Unavailability”, ”Regulatory
Violation”, ”Environment Module Initialization”,
”Functionality Slowdown”, ”Documentation Re-
quest”, ”Pending After Deletion”, ”Key Porta-
bility”, ”Queue Problem”, ”Receipt Not Found”,
”Sufficient/Insufficient Balance”, ”Key Synchro-
nization”, ”Interbank Transaction”, ”Environment
Resource Exchange”, ”Environment File Up-
load”, ”Environment Versioning”, and ”Function-
ality Versioning”.

• ”Regulation”: This class pertains to current leg-
islation and other guidelines established by reg-
ulatory institutions, such as the Central Bank. It
represents the regulations and norms that govern
the operations and practices within the domain.

• ”Type”: This class represents the type assigned
to a ticket by the creator when reporting the sit-
uation that needs to be addressed. Based on the
data, three types have been identified: Doubt, In-
cidents, and Services. These types categorize the
nature of the reported issue or request.

• ”Solution”: This class serves as an aggregator for
solutions pertaining to different calls. It is antici-
pated that after a call, individuals of this class will
be created or updated to document the resolution
or response provided.

With all the classes and individuals defined, the
process of discovering and defining relationships be-
tween the components begins. The identified relation-
ships, along with their constraints, are as follows:

• hasSolution: The ”Ticket” class has a domain, and
the ”Solution” class has an image.

• apiIsComposedOf: Controls the ”API” class and
targets the ”API Element” class.

• isComposedOf: The ”Environment” class has a
domain, and the ”Environment element” class has
an image.

• respondsToATicket: The ”Ticket” class has the
domain, and the ”Agent” class is the target.
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• ticketHandledBy: The inverse relation of ”re-
spondsToATicket”. Therefore, the ”Agent” class
has the domain, and the ”Ticket” class is the tar-
get.

• ticketCreatedBy: The ”Ticket” class has the do-
main, and the ”SPIClient” class is the target.

• createATicket: The inverse relation of ”ticketCre-
atedBy”. Therefore, the ”SPIClient” class has the
domain, and the ”Ticket” class is the target.

• isAbout: It has four specializations, all with
the ”Ticket” class as the domain and different
targets. They are ”isAboutEnvironment” tar-
geting the ”Environment” class, ”aboutEnviron-
mentElement” targeting the ”Environment Ele-
ment” class, ”aboutAPIFunctionality” targeting
the ”API Functionality” class, and ”aboutRegula-
tion” targeting the ”Regulation” class.

• thereIsACause: The ”Ticket” class has the do-
main, and the ”Cause” class is the target.

• hasType: The ”Ticket” class has the domain, and
the ”Type” class is the target.

A visual representation of the classes and their re-
lationships can be seen in the diagram shown in Fig-
ure 3.

Figure 3: Ontology Prototype - Classes and their Relation-
ships.

4.6 Information Retrieval

With the demonstration of the ontology prototype in
the preceding section and considering the previous
discussion, the problem that the company aims to ad-
dress with a comprehensive ontology is to provide
support agents with a means to retrieve solutions from
previous tickets that exhibit similar characteristics to
the current tickets. In the following section, we will
present examples of utilizing the ontology for infor-
mation retrieval. Despite the Protegé tool allowing a
method to define instance titles, the ticket numbers
were retained since it will make it easier for sup-
port analysts to use this numbering for retrieving the

history of the same and, consequently, the existing
knowledge in the history of these tickets.

The 17 distinct examples of calls depicted in Fig-
ure 4 have been generated based on the example pro-
vided in Table 2.

Figure 4: Example of Calls in the database.

The creation of these tickets was adjusted based
on the meaning conveyed by each message, rather
than solely relying on the information provided in
the report. This adjustment was necessary due to
the aforementioned misclassifications made by users.
Taking this into consideration, ten of the tickets are
categorized as Incidents, five as Services, and one as
a Doubt.

The query scenario presented in figure 5 revolves
around the requirement of finding tickets related to
the Addressing module.

Figure 5: Search for Addressing-type Tickets.

However, the search depicted in Figure 5 is not
sufficiently specific, as in a database with thousands
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of calls related to the same module, it may not yield
significant results. Therefore, a more specific query
within the same module can be demonstrated in Fig-
ure 6.

Figure 6: Search for Tickets of Type ”Addressing” and with
the Reason of ”Duplicate Key”.

Indeed, the query illustrated in Figure 6 is more
specific and, as a result, more insightful compared to
a generic query, as depicted in Figure 5.

5 CONCLUSION

After completing the initial stages of the case study,
such as defining the domain, it has become evident
that the company is facing more significant challenges
beyond the need for a software artifact solely for in-
formation retrieval. One profound issue uncovered is
the lack of a knowledge-oriented process.

During the process of modeling the ontology pro-
totype, numerous difficulties were encountered in ex-
tracting relevant information from the provided data.
Despite collaborating with a member of the support
team, it was challenging to delve into specific domain
details, such as the attributes comprising an environ-
ment, the elements of an Instant Payments account,
the necessary training for the ontology maintenance
team, and the cardinality of relationships. Another
significant point addressed is that, depending on the
company’s level of commitment, there may be more
comprehensive solutions available in the market that
better aligns with their needs.

Considering the limited scope, this work success-
fully applied Method 101 and addressed the necessary
aspects during the case study to answer the question
posed in the introduction. It also proposed a plausible
application for the developed ontology and may serve
as inspiration for other researchers conducting inter-
disciplinary applied research in the fields of Knowl-
edge Management and Computer Science.

As a suggestion for future work, it is recom-
mended to enhance the ontology prototype and ap-
ply it in accordance with the discussions presented.
A limitation of the case study was the absence of
managerial considerations, such as controls and per-
sonnel, which could be addressed in the future us-
ing the KCS Evolution Loop. Additionally, apply-
ing ontologies in other areas of the company’s soft-
ware development, similar to the work of (Nardi and
de Almeida Falbo, 2006) and (Isotani and Bittencourt,
2015), is suggested.
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