
Exploring Segnet Architectures for iGPU Embedded Devices

Jean-Baptiste Chaudron a and Alfonso Mascarenas-Gonzalez b

ISAE-SUPAERO, Université de Toulouse, France
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Abstract: Image segmentation is an important topic in computer vision which encompasses a variety of techniques to
divide image into multiple areas or sub-regions in order to extract meaningful information. Artificial Neural
Networks (ANNs), biologically inspired algorithms, are nowadays widely used to perform such tasks and
popular models are usually based on encoder-decoder architectures. Segnet was one of the first proposed
model of this kind in the literature and, despite its efficiency, it has several drawbacks for embedded systems
especially due to the huge amount of arithmetic operations and memory used in the original version. However,
its simple sequential based architecture offers interesting properties for optimization and real-time analysis. In
this paper, we deeply investigate how to tune and adapt original Segnet architecture to allow efficient run-time
execution on embedded targets equipped with an iGPU. We propose our own implementation design which
is experimented and validated on iGPU embedded devices for two state of the art datasets from Unmanned
Aerial Vehicle (UAV) applications.

1 INTRODUCTION

Image segmentation consists of variety of techniques
deployed in many computer vision applications such
as autonomous car driving or Unmanned Aerial Ve-
hicle (UAV) technologies (Osco et al., 2021). The
problem is very complex due to the handling of fine
granularity information within images, consequently,
image segmentation has been a research area for years
and several techniques as well as algorithms have
been proposed (Zaitoun and Aqel, 2015) such as:

• Region based methods using threshold algo-
rithms Otsu threshold (Otsu, 1979), minimal er-
ror threshold (Deravi and Pal, 1983) or k-means
algorithms (Dhanachandra et al., 2015);

• Edge detection techniques like well known Canny
and Sobel filters (Canny, 1986; Kanopoulos et al.,
1988) or by exploiting partial differential equa-
tions to capture edges boundaries (Sliž and
Mikulka, 2016).

Over the past few years, the use of Artificial
Neural Network (ANN), and especially Convolutions
Neural Network (CNN), models have become more
and more popular for image segmentation showing
significant performance improvements compared to
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more traditional approaches (Mahony et al., 2019).
However, the more accurate an ANN model is, the
larger it gets and uses more processing power which
can make a very efficient ANN model impossible
to execute without dedicated hardware accelerators.
Nowadays, Graphics Processing Units (GPUs), ini-
tially designed for graphic rendering, are the most
widely used ANN hardware accelerators outperform-
ing traditional processors for such tasks (Strigl et al.,
2010). The main provider of GPU solutions is
NVIDIA which has known a huge expanse in the
use of its GPU technology thanks to the development
of CUDA, a low level language similar to C++, used
for directly programming fine grain functionalities
on their GPUs. NVIDIA also offers several scaled-
down GPU versions which are combined with an
ARM CPU for edge and embedded devices systems
(i.e. integrated GPUs or iGPUs). Moreover, many
deep learning frameworks are available and compli-
ant with CUDA and NVIDIA devices (Hatcher and Yu,
2018). These frameworks provide a set of easy-to-use
libraries to speed up the development and the integra-
tion of ANN solutions on all platforms. However, the
use of iGPU architectures in safety critical embedded
systems raise several challenges such as the real-time
determinism behavior (Perez-Cerrolaza et al., 2022).
To ensure real-time behavior of a CNN algorithm run-
ning on an iGPU, it is mandatory to have a full under-
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standing of the model and to have a full control on its
implementation using low level primitives.

The work presented in this paper offers a deep
analysis of the encoder-decoder Segnet architecture
for image segmentation. We choose this CNN model,
because of its simple sequential architecture based on
well known arithmetic operations that can be opti-
mized. We discuss its original structure and investi-
gate how to customize it to build more efficient mod-
els. In particular, we describe our implementation de-
tails and present some experimental results based on
two semantic segmentation datasets from UAV appli-
cations. In addition, an accurate bibliography is pre-
sented throughout this document to support our ap-
proach. This paper is organized as follow:

• Section 2 explains the background with the emer-
gence of CNNs architectures for semantic seg-
mentation and the challenge of their integration
on embedded systems.

• Section 3 explores the Segnet original architec-
ture, describes our proposed customizations, de-
tails the training environment and presents the
corresponding results.

• Section 4 investigates iGPU design considera-
tions, shows our experimental results on hard-
ware devices and, finally, Section 5 concludes and
offers some possible perspectives to pursue our
work.

2 STATE OF THE ART

2.1 Emergence of CNNs

ANNs can be seen as computational data processing
systems inspired by the biological way nervous sys-
tem operates. In 1957, the first approach to implement
a neural network, called the perceptron, has been pre-
sented (Rosenblatt, 1957). Then, this first approach
has been improved with extensions to multiple lay-
ers (Irie and Miyake, 1988) called Multi-Layers Per-
ceptron (MLP) or Fully Connected Network (FCN).
For pattern recognition applications, this basic linear
architecture was not capable to capture geometric 2-
Dimensional (2D) relationships within an image. In
1980, the concept of the neocognitron (Fukushima,
1980) introduced an innovative structure with a con-
cept that will become the core of CNNs by process-
ing an image by regions and performing the same op-
erations on all the regions of the image. Then, fol-
lowing some principles from the neocognitron and,
also, integrating learning capabilities developed for
MLPs (Rumelhart and McClelland, 1987; Yam and

Chow, 1993), the first application of CNNs was im-
plemented in 1998 (Lecun et al., 1998) for an hand-
written digit recognition task (the MNIST dataset1).
The difference between MLP and CNN architectures
for the MNIST data-set is illustrated in Figure 1 where
we can observe the 2D relationships handling of a
CNN model versus the linear approach proposed by
a MLP model.

Figure 1: Illustration of MLP and CNN for MNIST.

2.2 From Classification to Segmentation

From this first CNN effort applied to the MNIST
dataset, a sharp increase of the development and de-
ployment of CNN based techniques for image clas-
sification has occurred. The availability of many
other datasets like CIFAR2 and challenges such as
ILSVRC3 (Russakovsky et al., 2015) led to a sig-
nificant improvement of CNN based computer vision
models and architectures, for instance well known
AlexNet (Krizhevsky et al., 2012), VGG (Liu and
Deng, 2015) or Resnet (He et al., 2016). All these ar-
chitectures are very accurate for image classification
but can’t be applied directly to image segmentation.
Indeed, as illustrated in Figure 2, semantic segmenta-
tion extends classification because instead of deter-
mining if an image belongs to a certain class, the
model must detect to which class each pixel of the
input image belongs to (i.e. all pixels in the image
are labeled to a corresponding class). Note that, for
both classification and segmentation, the original im-
age often needs to be down-sampled in order to limit
the memory usage and the number of arithmetic oper-
ations (Hirahara et al., 2021).

Image segmentation is a more complex task that
requires updated CNN models and methods. Several
solutions have been proposed in the literature over the

1http://yann.lecun.com/exdb/mnist/
2https://www.cs.toronto.edu/∼kriz/cifar.html
3https://www.image-net.org/challenges/LSVRC/
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Figure 2: Comparison of Classification and Segmentation.

years such as Fully Convolutional Networks (FCNs)
(Long et al., 2015); Pyramid Network Based Models
like Feature Pyramid Networks (FPNs) or Pyramid
Scene Parsing Networks (PSPNs) (Lin et al., 2017;
Zhao et al., 2017); encoder-decoder models with
simple convolutions usage such as Segnet (Badri-
narayanan et al., 2017), analyzed in this paper, or with
more complex structures including dilated and trans-
posed convolutions like Enet (Paszke et al., 2016)
or Erfnet (Romera et al., 2018). Many others ANN
based techniques as well as methods are also avail-
able (Minaee et al., 2022).

2.3 Embedding Semantic Segmentation

Deep learning frameworks bring easy-to-use libraries
for the design and deployment of ANN solutions on
many platforms (Hatcher and Yu, 2018). In particu-
lar, some of these frameworks provide optimized ver-
sions for embedded devices such as cuDNN (Chetlur
et al., 2014) or TensorRT (Jeong et al., 2022) and their
performances for inference have been tested in sev-
eral works (Lee et al., 2022; Zelek and Jeon, 2022).
The use of these libraries is the current paradigm to
deploy ANN based solutions on embedded systems.
However, deployment of semantic segmentation mod-
els in areas such as autonomous vehicles and UAV
applications may not only require performance but it
is also mandatory to ensure real-time properties, i.e.
the model needs to have a deterministic behavior for
its execution. The challenges of addressing real-time
properties is complex and amplified by the need to op-
erate on resource constrained hardware components.
Therefore, the need of predictability in critical sys-
tems requires a full understanding of the execution
platform architecture we are working with (NVIDIA,
2022; NVIDIA, 2023), the behavior of the function
(especially the handling of the memory), the schedul-
ing of the task/kernels (Amert et al., 2017) and the
interface between the CPU and the iGPU (synchro-
nization, data transfer, ...) (Yang et al., 2018). For
these reasons, we decided to implement our own low
level CUDA based solution for the Segnet architecture

in order to have a full control on all these mentioned
aspects going from design to implementation.

3 EXPLORING SEGNET
ARCHITECTURES

3.1 Original Architecture Overview

The original Segnet architecture (Badrinarayanan
et al., 2017) is based on a fully sequential and sym-
metric encoder-decoder architecture as depicted in
Figure 3. The encoder and the decoder consists of
5 levels of convolution and batch normalization lay-
ers (Ioffe and Szegedy, 2015) with Relu activation
(noted CBNR in Figure 3). Each CBNR layer is
followed by a max pool layer for the encoder part
or preceded by a max unpool layer for the decoder
part. The max pool layers are sharing the indexes with
their symmetric max unpool layers for more accuracy
while decoding. Each convolution layer is using sim-
ple convolution based on 3×3 filters very convenient
for optimization (see Section 4.2). Note that the very
last layer contains an additional softmax activation to
allow having a probability distribution over the differ-
ent classes for each pixel, thus the number of output
classes depends on the targeted segmentation applica-
tion (see Section 3.3). The Segnet model is very simi-
lar to Unet (Ronneberger et al., 2015) which uses con-
catenation between feature maps from encoder and
decoder levels and where indexes are not shared be-
tween encoder max pool and decoder max unpool lay-
ers. Segnet can also be compared to DeconvNet (Noh
et al., 2015) with an identical encoder part but using
deconvolutions for the decoder.

3.2 Towards New Architectures

The original Segnet architecture is greedy in terms
of computing resources (memory, processing) and
is usually limited for embedded system applica-
tions. However, its simple sequential architecture
and the use of basic 3×3 convolutions can be highly
optimized (see Section 4.2) using Winograd meth-
ods (Lavin and Gray, 2016). Therefore, from this
baseline, we tried to modify this original architecture
in order to decrease the model size and the number
of arithmetic operations while maintaining and even
increasing the accuracy level in the proposed models.
We used 8 modified architectures to be compared to
the original. We kept the idea of the symmetric archi-
tecture and the use of max pool and max unpool layers
between the different layers. We played with the size
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Figure 3: The Segnet Original architecture.

of the output channels (e.g. Segnet 1 vs 2) as well as
with the number of convolution layers in each CBNR
levels (e.g. Segnet 4 vs 8). We have also tried to re-
duce the number of levels (e.g. Segnet 3 vs 4). Archi-
tecture 5 is identical to Segnet 4 but contains residual
connections (He et al., 2016) between the first and the
third CBNR layers (noted r). These multiple architec-
tures are given in Table 1 and the corresponding sizes
of each model when exported for inference are listed
in Table 2.

Table 1: CBNR layers characteristics for all architectures.

ID Lvl 1 Lvl 2 Lvl 3 Lvl 4 Lvl 5
1 (2,64) (2,128) (3,256) (3,512) (3,512)
2 (2,32) (2,64) (3,128) (3,256) (3,512)
3 (2,64) (2,128) (3,256) (3,256) ∅
4 (2,64) (3,128) (3,256) ∅ ∅
5 (2,64) (3r,128) (3r,256) ∅ ∅
6 (2,32) (3,64) (3,128) ∅ ∅
7 (2,64) (3,128) ∅ ∅ ∅
8 (2,64) (2,128) (2,256) ∅ ∅
9 (2,64) (3,96) (3,192) ∅ ∅

3.3 Training Environment

We experimented our Segnet architectures on
two publicly available UAV semantic segmenta-
tion datasets, namely the Urban Drone Dataset
(UDD6) (Chen et al., 2018) and the UAVid (Lyu et al.,
2020).

• The UDD6 is composed by a collection of RGB
pictures with different resolutions (3840 × 2160,
4096 × 2160 and 4000 × 3000) which have been

Table 2: Models size for inference.

Size (MBytes)
ID Traditional Winograd 2×2 Winograd 4×4
1 28.090 49.938 112.360
2 14.911 26.508 59.644
3 6.699 11.909 26.796
4 3.600 6.400 14.400
5 3.600 6.400 14.400
6 0.904 1.607 3.616
7 0.782 1.390 3.128
8 2.191 3.895 8.764
9 2.087 3.710 8.348

collected in 4 cities and universities. The dataset
includes 106 images for training and 35 images
validation with 6 semantic classes: facade, road,
vegetation, vehicle, roof and others.

• The UAVid is also made up of a collection of
RGB pictures with different resolutions (3840 ×
2160 and 4096 × 2160) which are grouped in
sequences of 10 images. The dataset proposes
200 images (i.e. 20 sequences) which are used
for training and 70 images (i.e. 7 sequences)
used for validation. Eight semantic classes are il-
lustrated in the original dataset: clutter, building
road, car, tree, vegetation, human, static cars and
moving cars. Segnet is not capable to handle tem-
poral relations in a sequence of images (like car
movements) such as Recurrent Neural Networks
(RNNs) (Neves et al., 2021). Therefore, we have
merged static cars and moving cars to get 7 se-
mantic classes in total.

We trained our architectures on these datasets us-
ing well-known Pytorch framework (Paszke et al.,
2019). For data-augmentation purpose, we applied
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horizontal and vertical flips to enhance each training
dataset obtaining 318 images for UDD6 and 600 im-
ages for UAVID. We used Adam optimizer (Kingma
and Ba, 2015) over 300 epochs with a learning rate of
0.001 and momentum values (betas) equals to 0.9 and
0.999 respectively. The batch normalization momen-
tum has been defined to 0.1 for training batches with
a size of 4. We initialized our weights of our architec-
ture using Kaiming methods (He et al., 2015) and we
normalized the RGB format of the input image pixel
from 0-255 range to 0-1 range. In order to evaluate
the impact of the input image resolution, our Segnet
architectures have been trained for multiple input res-
olutions down-sampled from the original pictures:

• 820 × 460 and 640 × 360 similar to the pro-
portions 16/9 of the original UDD and UAVid
datasets images.

• 480 × 360, having a ratio of 4/3, which is our
main experimented size equivalent to the down-
sampled input resolution used in the original
Segnet paper with the CamVid dataset (Badri-
narayanan et al., 2017).

On the hardware side, our training environment
consisted of development stations equipped with an
Intel Xeon Silver 4214 CPU @2.20GHz with 64 GB
RAM memory and an NVIDIA RTX 5000. On the
software side, we used an Ubuntu v22.04 running Py-
torch v2.0.1 over CUDA v11.5 and cuDNN v8.5.0.96.

3.4 Training Results

In this paper, mean intersection over union, noted
mIoU, is used to evaluate the performance of our seg-
net models for the two datasets. The mIoU metric
measures the number of common pixels between the
label and prediction masks (i.e. intersection of the two
sets) divided by the total number of pixels present in
the two masks (i.e. union of the two sets). mIoU,
also known as the Jaccard index, is one of the most
commonly used metrics for the accuracy of semantic
segmentation models (Minaee et al., 2022). Figures 4
and 5 illustrate the evolution of the mIoU on the val-
idation set over the 300 training epochs for 4 Segnet
architectures (Segnet 1, 2, 4 and 6).

Tables 3 and 4 resume the best obtained mIoU
values for all architectures and all image resolutions.
Note that, for comparison purpose, we also train two
other famous encoder-decoder models, namely Enet
(Paszke et al., 2016) or Erfnet (Romera et al., 2018)
with the same environment as described in Section
3.3. These two models, based on more complex di-
lated and transposed convolution operations, are very
efficient and accurate (Zelek and Jeon, 2022).

Figure 4: UDD6 validation set mIoU evolution over training
epochs for Segnet 1, 2, 4 and 6 (resolution 480 × 360).

Figure 5: UAVid validation set mIoU evolution over training
epochs for Segnet 1, 2, 4 and 6 (resolution 480 × 360).

Table 3: UDD best mIoU for all architectures/resolutions.

ID 480 × 360 640 × 360 820 × 460
1 0.521 0.538 0.542
2 0.533 0.549 0.572
3 0.590 0.592 0.600
4 0.612 0.603 0.625
5 0.609 0.610 0.624
6 0.588 0.593 0.602
7 0.556 0.566 0.560
8 0.593 0.600 0.605
9 0.606 0.610 0.617

Enet 0.609 0.620 ∅
Erfnet 0.612 0.632 ∅

3.5 Analysis

Based on the results, we can observe that, overall,
the original Segnet architecture (Segnet 1) is the less
accurate one for the two validation sets. As oppo-
site, Segnet 4 seems the most accurate one followed
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Table 4: UAVid best mIoU for all architectures/resolutions.

ID 480 × 360 640 × 360 820 × 460
1 0.473 0.491 0.519
2 0.487 0.486 0.518
3 0.538 0.552 0.576
4 0.567 0.574 0.586
5 0.565 0.574 0.590
6 0.541 0.545 0.556
7 0.529 0.537 0.540
8 0.553 0.559 0.571
9 0.563 0.567 0.586

Enet 0.541 0.552 ∅
Erfnet 0.554 0.558 ∅

closely by Segnet 5 (containing additional residual
connections) and, also, Segnet 9. The model Segnet
6 offers a good compromise, being very small, and
still offering good accuracy. We can also notice that
the use of higher resolution images, despite increas-
ing drastically the number of arithmetic operations,
improves only slightly the best mIoU value, the most
sensible to the increase of resolution are Segnet 1,2
and 3 which makes sense since these are the biggest
models in the experiments, therefore, they might be
able to capture more information from the biggest fea-
ture maps generated with higher resolution images.
Enet and Erfnet models are also providing good re-
sults similar to what is obtained for the best perform-
ing Segnet architectures. The trade-off between mod-
els mIoU accuracy and on-board execution time will
be discussed in Section 4.3. Note that due to a limi-
tation of our hardware/software settings on the devel-
opment platform, we haven’t been able to run Enet
and Erfnet models on the highest resolution training
set (820 × 460).

4 IMPLEMENTATIONS AND
RESULTS

4.1 Hardware Platform

The implementation of the Segnet architectures pro-
posed in Section 3.2 is done on the NVIDIA Jetson
AGX Orin 64 GB (NVIDIA, 2022) and NVIDIA Jet-
son Xavier NX (NVIDIA, 2020) MPSoCs:

• On the Orin, the NVIDIA Ampere Architecture
iGPU found within this SoC is used for running
the semantic segmentation model. The iGPU is
made up of 2048 CUDA cores distributed among 16
Streaming Multiprocessors (SMs). The 128 cores
in each SM share 192 KB of combined L1 cache

and shared memory and the 16 SMs share an L2
cache memory of 4 MB.

• On the Xavier NX, the Volta Architecture iGPU is
used for executing the image segmentation archi-
tecture. In this case, the iGPU has 384 CUDA cores
split between 2 SMs. Each SM has a 128 KB L1
data cache and shared memory while the 2 SMs
share 512 KB.

Table 5 summarizes the most important features
of these MPSoCs.

Table 5: NVIDIA Jetson AGX Orin 64GB and NVIDIA
Jetson Xavier NX characteristics.

AGX Orin 64GB Xavier NX

iGPU

Architecture Ampere Volta
C.C. 8.7 7.2
SM 16 2

CUDA cores 2048 384
Max freq. 1.3 GHz 1.1 GHz

L1D cache +
shared memory

192 KB 128 KB

L2 cache 4 MB 512 KB

ARM
CPU
Complex

ARMv8.2-A
cores per cluster

4 Cortex A78AE
@ 2.2 GHz

2 Nvidia Carmel
@ 1.4 GHz

Clusters 3 3
L1I cache 64 KB 128 KB
L1D cache 64 KB 64 KB
L2 cache 256 KB 2 MB per cluster
L3 cache 2 MB per cluster shared, 4 MB

System
System cache 4 MB ∅

LPDDR v5, 64 GB v4, 8 GB
SoC power

consumption
60 W 20 W

4.2 Code Optimizations

In CNNs, the convolution operation accounts for most
of the execution time, hence being object of optimiza-
tions. Traditional image convolutions (i.e. addition of
element-wise multiplications of neighbour pixels) re-
quire as many floating point operations as filter size
per image pixel. In order to reduce this arithmetical
complexity, algorithms based on data transformations
are performed, e.g. im2col + Basic Linear Algebra
Subprograms, Fast Fourier Transform, Strassen con-
volution, Winograd convolution. Winograd’s minimal
filtering algorithm, originally proposed by Winograd
for signal processing problems (Winograd, 1980), has
been then applied in deep learning applications (Lavin
and Gray, 2016). Winograd’s convolution works with
small tiles of pixels rather with one pixel at a time.
Assuming 3×3 filters, the floating point multiplica-
tion complexity with respect to traditional convolu-
tion can be reduced ×2.25 and ×4 for output tiles of
2×2 and 4×4 respectively. Note that depending on

NCTA 2023 - 15th International Conference on Neural Computation Theory and Applications

424



the tile size, a given number of additions, subtractions
and multiplications must be done for the data transfor-
mation. The filter transformations can be computed
offline as these are known beforehand. The decom-
position on linear matrices for the Winograd convolu-
tion is described in (Barabasz and Gregg, 2019) and
its implementation on GPU in (Yan et al., 2020; Cas-
tro et al., 2021).

On NVIDIA platforms, cuDNN library is often
used as reference for ANN computations due to its
performance and abstraction. Different works have
proposed their own Winograd convolution implemen-
tation that outperforms the cuDDN version they com-
pared with. These works make use of assembly code
(SSAS), compilation changes (NVCC yield flag),
kernel fusion (level kernels merged together), big-
ger Winograd tiles (Winograd 6x6) or mix-precision
floating point operations (16-bit and 32-bit) (Yan
et al., 2020; Castro et al., 2021; Liu et al., 2021).
Strassen Convolution can also be used to optimize
traditional convolution (Cong and Xiao, 2014). Nev-
ertheless, Hissan has shown that Strassen method is
very error prone especially with matrices and some
arrangements have been analyzed to get this method
safer (De Silva et al., 2018). However, Winograd fil-
tering algorithm is currently the most used convolu-
tion optimization in deep learning applications.

Our implementation of Winograd convolutions
does not consider assembly inline code, compiler
optimization, kernel fusion or floating points mix-
precision, which are left as future work. Ours makes
use of static shared memory (dynamic shared mem-
ory when required) which gives the possibility to ex-
change data among threads residing in the same block
at the L1 cache level. Shared memory also allows us
to have predictable execution times as it does not de-
pend on the L1 cache replacement policies but explic-
itly on our code. Convolution operations, bias convo-
lution addition and batch normalization (when appli-
cable) are performed in the same CUDA kernel. Up-
sampling and downsampling operations are executed
in separated kernels.

4.3 Results and Discussion

The Segnet architectures considered for implementa-
tions are 1, 2, 3, 4, 6 and 9 (see Table 1). Architecture
5 is discarded as residual connections weren’t pro-
viding significant mIoU improvements compared to
non-residual Segnet 4 as shown in Section 3.4. Sim-
ilarly, Segnet 7 and 8 are not considered as they did
not offer satisfying mIoU accuracy versus model size
compromise with respect to other architectures such
as 4, 6 or 9. For the sake of comparison, convolu-

tions are performed in different ways for the consid-
ered architectures: (I) Traditional, (II) 2×2 output tile
Winograd and (III) 4×4 output tile Winograd. The
filter weights transformation required by the Wino-
grad convolutions are precomputed. In addition, we
consider two modes according to the batch normal-
ization integration: (A) not integrated, i.e. the nor-
malization is applied online and (B) integrated, i.e.
the normalization is already included within the filter
weights. We only contemplate 3×3 filters and 32-bit
floats. Table 6 shows the measured Worst-Case Exe-
cution Time (WCET), Average-Case Execution Time
(ACET), the Best-Case Execution Time (BCET) and
the time VARiance (VAR) when performing the ex-
periments on the Orin SoC. The execution time of the
different Segnet architectures are measured through
CUDA events recording (elapsed time of the start and
finish events). The measured time includes the ini-
tial input image resize from 3840 × 2160 or 4096 ×
2160 to 480 × 430, 640 × 360 or 820 × 460, the Seg-
net execution and the image coloring. A total of 1000
measurements are taken.

In terms of Segnet architecture, Segnet 6 is the
fastest from all of them due to the reduced number of
levels, and especially, of number of output channels.
Furthermore, it offers the lowest variability (VAR),
which can be explained by its low WCET-ACET and
ACET-BCET difference. The architecture with the
highest mIoU (i.e. Segnet 4) offers slightly worse re-
sults than Segnet 3, being these two slower than Seg-
net 2, 6 and 9. The original Segnet architecture (i.e.
Segnet 1), is the slowest from all of them, and as seen
in Section 4.1, its mIoU is the worst. Therefore, this
architecture becomes dominated by other Segnet ar-
chitectures.

In respect of the type of convolution, the 4×4 out-
put Winograd (configuration III) is the fastest as ex-
pected. Using the traditional convolution (configura-
tion I) as reference and considering all the implemen-
tations, configurations II and III provide an average
ACET performance boost of ×2.23 and ×2.43 respec-
tively. The fact that configuration II offers practical
performance similar to the theoretical value (×2.25
time reduction) can be as a consequence of a more
optimal CUDA convolution implementation after re-
writing the CUDA kernel code for Winograd. Overall,
Winograd 4×4 does not seem to hugely improve the
execution time with respect to Winograd 2×2. Cu-
riously, for Segnet 9, Winograd 4×4 is slower than
Winograd 2×2. In order to understand why Wino-
grad 4×4 is far for its theoretical improvement with
respect to the traditional convolution (×4 time reduc-
tion), experiments were also conducted on the Xavier
NX SoC. The Winograd 2×2 and Winograd 4×4 re-
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Table 6: Metrics of different Segnet architectures execution on Jetson AGX Orin 64GB for an input image of 480x360.

I: Traditional Convolution
A: Non-integrated Normalization B: Integrated Normalization

Architecture 1 2 3 4 6 9 1 2 3 4 6 9
WCET (ms) 500.41 154.69 315.19 318.41 85.38 204.85 495.95 151.45 316.74 316.29 84.34 201.48
ACET (ms) 490.67 149.06 312.78 315.92 84.06 203.13 487.79 149.45 313.25 312.83 83.11 200.12
BCET (ms) 482.59 146.88 310.34 313.98 83.86 202.56 480.78 147.16 310.81 310.88 82.96 199.60
VAR (msˆ2) 7.41 0.43 0.66 0.45 0.01 0.04 6.50 0.42 0.81 0.57 0.00 0.03

II: Winograd 2×2
A: Non-integrated Normalization B: Integrated Normalization

Architecture 1 2 3 4 6 9 1 2 3 4 6 9
WCET (ms) 237.71 70.42 143.35 144.81 35.89 91.19 240.57 70.06 144.08 144.57 36.86 90.23
ACET (ms) 230.51 67.54 140.49 142.08 35.53 89.70 232.38 67.11 141.29 141.85 35.54 88.60
BCET (ms) 221.39 64.25 138.21 139.79 35.34 88.62 224.53 64.01 138.48 139.52 35.20 87.11
VAR (msˆ2) 7.21 1.06 0.74 0.62 0.00 0.18 4.88 1.27 0.76 0.58 0.01 0.28

III: Winograd 4×4
A: Non-integrated Normalization B: Integrated Normalization

Architecture 1 2 3 4 6 9 1 2 3 4 6 9
WCET (ms) 196.95 58.68 132.17 134.96 32.24 96.14 196.56 60.13 133.33 136.02 32.63 94.83
ACET (ms) 195.29 57.70 130.75 133.60 32.06 94.90 195.02 58.84 132.22 134.65 31.40 93.51
BCET (ms) 168.90 57.25 129.50 132.27 31.90 94.35 170.68 58.47 131.15 133.70 31.20 93.09
VAR (msˆ2) 0.93 0.02 0.20 0.19 0.00 0.03 0.74 0.01 0.11 0.11 0.00 0.02

Table 7: Metrics of different Segnet architectures execution on Jetson Xavier NX for an input image of 480x360.

II: Winograd 2×2
A: Non-integrated Normalization B: Integrated Normalization

Architecture 1 2 3 4 6 9 1 2 3 4 6 9
WCET (ms) 1800.33 474.70 1450.33 1434.90 238.38 836.24 1736.64 470.05 1429.59 1406.98 237.84 810.60
ACET (ms) 1732.36 453.55 1412.24 1403.56 234.81 821.45 1700.06 454.05 1394.93 1374.48 235.27 797.30
BCET (ms) 1687.50 434.76 1360.21 1361.66 231.45 807.81 1662.02 432.86 1349.20 1336.01 233.72 788.42
VAR (msˆ2) 289.10 61.07 224.94 182.44 1.34 33.28 189.73 47.60 207.68 156.85 0.57 13.05

III: Winograd 4×4
A: Non-integrated Normalization B: Integrated Normalization

Architecture 1 2 3 4 6 9 1 2 3 4 6 9
WCET (ms) 1026.32 289.60 697.12 799.78 174.74 625.34 1000.08 276.12 673.93 768.84 159.51 559.59
ACET (ms) 1007.22 283.44 684.66 784.58 171.67 612.87 966.19 266.93 646.48 736.84 153.54 535.88
BCET (ms) 903.41 276.78 677.30 775.07 167.59 601.11 853.16 260.69 625.68 716.76 148.56 516.37
VAR (msˆ2) 91.17 5.04 12.34 13.11 2.11 18.54 131.71 9.38 60.16 77.96 3.49 49.71

sults can be seen in Table 7. On this SoC, we can ap-
preciate the benefit of using Winograd 4×4, obtaining
a ×1.7 ACET gain on average with respect to Wino-
grad 2×2 when considering all the architectures. This
means that the iGPU architecture also affects the ef-
fectiveness of Winograd convolutions. The execution
time of these Segnet architectures varies significantly
less on the Orin SoC. In addition, the use of Wino-
grad 4×4 reduces the variability value independently
of the architecture.

Regarding the normalization integration in the fil-
ter weights on both SoCs, the vast majority of the
architectures have execution gains (e.g. Segnet 6.III
or 9.III) while others become unaffected (e.g. Segnet
4.III on the Xavier NX or 3.III on the Orin). The lat-
ter occurs due to CUDA compilation behaviors which
should be treated specifically for the given Segnet ar-
chitecture. Overall, the use of integrated batch nor-

malization saves 16.98 ms and 39.77 ms of ACET
for Winograd 2×2 and 4×4 respectively when con-
sidering all the Segnet architectures. It must be noted
that the integrated normalization configuration only
performs a bias convolution addition unlike the non-
integrated configuration, and thus saving 1 subtrac-
tion, 1 addition, 1 multiplication, 1 division and 1
square root operations. The effect of the input im-
age resolution on the execution of the proposed Seg-
net architectures is also studied. The resolutions to
use are those mentioned in Section 3.3, i.e. 480 ×
360, 640 × 360 and 820 × 460. The results on the
Jetson AGX Orin can be seen in Table 8. Indepen-
dently of the convolution type, the increase of execu-
tion time as function of the input image resolution can
be assumed to be linear, e.g. moving from 480 × 360
to 820 × 460 (×2.183 pixels) for Segnet 6 with con-
figurations I.B, II.B and III.B we observe a ×2.185,
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×2.135 and ×2.189 increase respectively.
To visualize which Segnet architectures are dom-

inant for the used datasets, Figures 6 and 7 show the
mIoU-performance trade-off for each Segnet architec-
ture when using configuration III.B for the UDD6 and
UAVid datasets respectively. The tag ID refers to the
Segnet architecture and the R to the input image res-
olution (R1, R2 and R3 are 480 × 360, 640 × 360
and 820 × 460 respectively). Red marks are dom-
inated Segnet architectures while those in green are
non-dominated architectures. For the UDD6 dataset,
Segnet 1 (original Segnet), 2 and 3 are always dom-
inated by Segnet 4 (except resolution 640 × 360), 6
and 9. The UAVid dataset has similar results, being
Segnet 6 and 9 the dominant architectures. These re-
sults show that, in our experiments, Segnet architec-
tures with 3 levels are more suitable than those with
4 and 5 in terms of accuracy, which might come from
the noise introduced during the learning process due
to spatial resolution reduction (pooling).
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Figure 6: III.B UDD6 ACET-mIoU trade-off on Jetson
Orin.
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Figure 7: III.B UAVid ACET-mIoU trade-off on Jetson
Orin.

5 CONCLUSION AND
PERSPECTIVES

In this paper, we have investigated 8 architectures
based on the original Segnet. We have provided a
complete analysis and have shown that, for our ex-
periments based on UDD6 and UAVid datasets, the
original Segnet model is not the most optimal one de-
spite being the biggest one. The most accurate ac-
cording to mIoU metric is Segnet 4 followed closely
by Segnet 9. Segnet 6 offers a very good compro-
mise and achieve correct on-board performance for
a proper accuracy. This architecture, using our im-
plementation, is capable to ensure 30 Hz execution
frequency on the Jetson Orin and 5 Hz on the Jetson
Xavier NX. Parts of the presented results can be re-
produced as we have released the major part of our
code as an open-source package containing Pytorch
training environment, CUDA implementation as well as
the models binaries to reproduce our results4.

Many perspectives are possible to follow up this
work. First, we can investigate other options to opti-
mize training like the use schedule for learning rates,
weights decays or other optimizers in order to get
more accurate models. Secondly, another interesting
topic can be to combine RNN concepts such as Con-
vLSTM (Shi et al., 2015) into our Segnet 4, 6 or 9
architectures to extract properly the temporal relation
in the image sequences of UAVID dataset and, there-
fore, being capable of distinguish the moving car from
static car. From the real-time implementation point
of view, we plan to investigate the use of fixed point
arithmetic, explore the CUDA tensor cores and look
into L2 cache memory locking policy. In addition,
from this baseline, we want to follow up on our imple-
mentation and extend it to more complex structures
with dilated convolutions and transposed convolution
such as Enet (Paszke et al., 2016) or Erfnet (Romera
et al., 2018) by integrating more recent Winograd op-
timizations (Kim et al., 2019; Yepez and Ko, 2020).
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Table 8: Metrics of 3 Segnet architectures execution on Jetson AGX Orin 64GB for different input image resolutions.

I.B: Traditional Convolution - Integrated
Architecture
Resolution

1
480×360

1
640×360

1
820×460

4
480×360

4
640×360

4
820×460

6
480×360

6
640×360

6
820×460

WCET (ms) 495.95 660.97 1084.84 316.29 417.40 681.96 84.34 112.26 183.13
ACET (ms) 487.79 649.40 1068.55 312.83 414.97 678.47 83.11 110.82 181.57
BCET (ms) 480.78 639.20 1046.08 310.88 412.69 676.04 82.96 110.65 181.37
VAR (msˆ2) 6.50 13.36 30.40 0.57 0.56 0.82 0.00 0.01 0.01

II.B: Winograd 2×2 - Integrated
Architecture
Resolution

1
480×360

1
640×360

1
820×460

4
480×360

4
640×360

4
820×460

6
480×360

6
640×360

6
820×460

WCET (ms) 240.57 319.95 527.47 144.57 196.73 320.62 36.86 47.31 77.15
ACET (ms) 232.38 310.04 515.06 141.85 191.29 314.53 35.54 46.73 75.89
BCET (ms) 224.53 299.57 503.58 139.52 187.33 309.23 35.20 46.45 75.48
VAR (msˆ2) 4.88 9.64 17.21 0.58 1.52 3.56 0.01 0.02 0.03

III.B: Winograd 4×4 - Integrated
Architecture
Resolution

1
480×360

1
640×360

1
820×460

4
480×360

4
640×360

4
820×460

6
480×360

6
640×360

6
820×460

WCET (ms) 196.56 261.15 421.78 136.02 183.67 302.17 32.63 42.03 69.84
ACET (ms) 195.02 258.93 417.50 134.65 180.88 296.74 31.40 41.81 68.73
BCET (ms) 170.68 227.02 366.63 133.70 179.56 294.70 31.20 41.61 68.43
VAR (msˆ2) 0.74 1.38 4.08 0.11 0.21 0.65 0.00 0.00 0.01
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