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Abstract: Habitat protection is a critical aspect of species conservation, as restoring a habitat to its former state after it 
has been destroyed can be difficult. Species Distribution Models (SDMs), also known as habitat suitability 
models, are commonly used to address this issue. It finds ecological and evolutionary insights by linking 
species occurrences records to environmental data. Machine learning (ML) algorithms have been recently 
used to predict the distribution of species. Yet, a single ML algorithm may not always yield accurate 
predictions for a given dataset, making it challenging to develop a highly accurate model using a single 
algorithm. Therefore, this study proposes a novel approach to assess habitat suitability of three redstarts 
species based on ensemble learning techniques. Initially, eight machine learning algorithms, including Multi-
Layer Perceptron (MLP), Support Vector Machine (SVM), K-nearest neighbors (KNN), Decision Trees (DT), 
Gradient Boosting Classifier (GB), Random Forest (RF), AdaBoost (AB), and Quadratic Discriminant 
Analysis (QDA), were trained as base-learners. Subsequently, based on the performance of these base-learners, 
seven heterogeneous ensembles of two up to eight models, were constructed for each species dataset. The 
performance of the proposed approach was evaluated using five performance criteria (accuracy, sensitivity, 
specificity, AUC, and Kappa), Scott Knott (SK) test to statistically compare the performance of the presented 
models, and the Borda Count voting method to rank the best performing models based on multiple 
performance criteria. The findings revealed that the heterogeneous ensembles outperformed their singles in 
all three species datasets, underscoring the efficacy of the proposed approach in modelling species distribution. 

1 INTRODUCTION 

Biodiversity conservation has been recognized 
worldwide for several decades due to the valuable 
natural services it provides, supporting human 
survival (Pimm et al. 1995). However, negative 
changes in biodiversity can potentially destabilize 
ecological balances (Dirzo and Raven 2003), and in 
order to maintain ecosystem balance more 
effectively, ecologists have developed several 
methods for species preservation and habitat 
conservation (Padonou et al. 2015)(Lawler, Wiersma, 
and Huettmann 2011). Among these methods are 
habitat suitability models, commonly known as 
Species Distribution Models (SDMs). SDMs are 
widely used in ecology to determine species 
suitability for habitats by relating occurrence records 
to environmental data(Padonou et al. 2015)(Lawler, 
Wiersma, and Huettmann 2011). 

Machine learning (ML) has gained popularity in 
various fields, including SDM models (Carlson 
2020)(Gobeyn et al. 2019)(El Assari., Hakkoum., and 
Idri. 2023). These models can present complex and 
non-linear responses to environmental variation, and 
they often perform better than classical statistical 
methods (Carlson 2020)(Elith et al. 2006). However, 
using a single SDM may not fully capture species-
environment relationships, leading to suboptimal 
predictions. Therefore, to address this limitation, 
researchers looked into the ensemble learning 
methods (El Alaoui and Idri 2023)(Grenouillet et al. 
2011)(Samal et al. 2022), which integrate multiple 
models with different strengths and weaknesses. 
Ensemble techniques can be homogeneous 
(combining instances of the same model) or 
heterogeneous (combining different models). 
Heterogenous ensembles typically tend to have 
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higher variance but can reduce the bias of the model 
(Zhou 2012). 

In the context of species distribution modelling 
several studies investigated the use of heterogenous 
ensembles to enhance models performance. The study 
(Kaky et al. 2020) proposed a heterogenous ensemble 
using eight algorithms as base learners combined 
using weighted voting to predict the distribution of 
some medicinal plants located in Egypt. In (Früh et 
al. 2018), authors firstly trained 4 ML models (RF, 
SVC, DT, LR), and then constructed 11 
heterogeneous ensembles combined using soft voting 
to predict the potential distribution of mosquito 
species in Germany. Studies (Kaky et al. 2020)(Früh 
et al. 2018) and (Grenouillet et al. 2011)(Samal et al. 
2022)(Dong et al. 2020) showed that ensembles 
generally outperform single models in terms of 
performance. However, these studies have revealed 
certain limitations: (1) the studies have not covered 
all the necessary pre-processing steps. Inadequate 
pre-processing of data can lead to biased results due 
to overfitting. (2) The evaluation process used in 
comparing ensembles and single models was 
insufficient due to the lack of appropriate statistical 
tests. (3) the experimental design of these studies was 
unclear and did not provide a comprehensive 
modelling framework for using heterogenous 
ensembles. Therefore, this study aims to address these 
limitations by presenting a comprehensive modelling 
framework for using heterogeneous ensembles and 
offers better insight into their performance compared 
to single models. 

This paper aims to model the distribution of the 
three redstarts species (P. Moussieri, P. Ochruros, 
and P. Phoenicurus) located in Morocco using single 
machine learning algorithms and heterogeneous 
ensembles. Initially, eight ML algorithms (KNN, 
SVM, MLP, GB, DT, RF, AB, and QDA) were 
trained as base-learners. Then, based on the 
performance of these base-learners, seven 
heterogeneous ensembles of two up to eight models, 
were constructed for each species dataset. The aim of 
this study is to assess the effect of the used selection 
strategy on the performance of ensembles. The 
performance of the proposed approach was evaluated 
using five classification metrics (accuracy, 
sensitivity, specificity, AUC, and Kappa), SK test to 
compare the performance of the presented models, 
and the Borda Count voting method to rank the best 
performing models based on multiple performance 
criteria. To this end, the present study presents and 
discusses the following research questions: 

 (RQ1): How effective are the eight machine 
learning techniques in modeling the 
distribution of the three redstarts species? 

 (RQ2): Do the heterogenous ensembles 
constructed using the three selection strategies 
perform significantly better than their singles? 

The main contributions of this research are: 
1. Assessing the performance of eight ML techniques 

(KNN, SVM, MLP, GB, DT, RF, AB, and QDA) 
in modeling the distribution of the three redstarts 
species. 

2. Constructing 7 heterogenous ensembles based on 
the performance of base-learners. 

3. Evaluating whether the heterogenous ensembles 
outperformed their singles. 
The rest of this paper is divided into different 

sections. Section 2 covers the literature review related 
to the proposal. Section 3 presents the material and 
methods used in this study. Section 4 presents and 
discusses the results obtained. Section 5 covers the 
threats to validity of this research design. Lastly, 
section 6 outlines the conclusion and future works. 

2 RELATED WORKS 

This section presents the main findings of studies that 
have investigated the use of ensemble learning for 
species distribution modelling. A structured literature 
review (Hao et al. 2019) was conducted to examine 
the performance and application of species 
distribution modelling ensembles using the BIOMOD 
platform. The review found that: (1) on average, six 
individual models were employed in ensembles, with 
GLMs, BRTs, RFs, and GAMs being the most 
frequently used. BIOCLIM was the least frequently 
used. MaxEnt, a widely used algorithm in SDM was 
not integrated into BIOMOD until 2012, (2) 
regarding combination methods, the most frequently 
used method was Weighted Mean, with 113 (50.4%) 
studies employing it, followed by unweighted Mean 
with 58 studies (25.8%), Committee Averaging with 
20 studies (9%), and other methods such as PCA, 
Median, Mode, and others accounting for 12.9%. For 
more specific papers, The study (Hosni et al. 2019) 
aim to analyze the effects of geographical and 
environmental ranges on the performances of SDMs 
models, they trained three statistical models (GLM, 
GAM, MARS) and four machine learning algorithms 
(ANN, RF, ABT, FDA, CTA) to model the 
distribution of 35 fish species at 1110 stream sections 
in France. Thereafter, they built an heterogenous 
ensemble by averaging the predictions of these 8 
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models. The study showed that the ensemble method 
gives significant result compared to singles by using 
the paired t-test statistical test. The study (Grenouillet 
et al. 2011) aim to analyse the effects of geographical 
and environmental ranges on the performances of 
SDMs models, they trained three statistical models 
(GLM, generalized additive  model (GAM), 
multivariate adaptive regression splines (MARS)) 
and four machine learning algorithms (artificial 
neural networks (ANN), RF, aggregated boosted trees 
(ABT), factorial discriminant analysis (FDA), and 
classification tree analysis (CTA)) to model the 
distribution of 35 fish species at 1110 stream sections 
in France. Thereafter, they built an heterogenous 
ensemble by averaging the predictions of these 8 
models. The study showed that the ensemble method 
gives significant result compared to singles by using 
the paired t-test statistical test. 

3 MATERIAL AND METHODS 

3.1 Study Area 

This research was carried out in the study area of 
Morocco which occupies the northwest region of 
Africa. Moroccan territory is bordered by the Atlantic 
Ocean to the west and the Mediterranean Sea to the 
north, and shares land borders with Algeria, 
Mauritania, and Spain with a surface size area covers 
710,850 km². Morocco's geography spans from the 
Atlantic Ocean to the mountains to the Sahara Desert. 
It lies mostly between 21° and 36°N in latitudes, and 
1° and 17°W in longitudes. The mountains occupy 
more than two thirds of the territory and contain four 
main chains: the Rif in the North, the Middle Atlas in 
the East, the High Atlas, and the Anti-Atlas. The 
highest points of the Atlas Mountains are Toubkal at 
4164 meters and Ayachi at 3749 meters. Morocco's 
climate varies widely from the north to the south with 
both temperature and precipitation are highly 
influenced by the Mediterranean Sea to the north, the 
Sahara Desert to the south, and the Atlantic Ocean to 
the west. The average monthly temperature ranges 
from 9.4°C to 26°C, with the mean yearly 
temperature being 17.5°C. The average annual 
precipitation is 318.8 mm, with the most rainfall 
falling between October and April and the lowest 
being between June and August. 

3.2 Species Occurrences Dataset 

The species occurrence data used in this study  
 

consists of three bird species that are taxonomically 
classified as a member of the Phoenicurus genus 
group. Phoenicurus is a genus of passerine birds 
belonging to the Muscicapidae family which 
includes eleven species commonly called Redstart. 
Table 1 describes the occurrences data of the three 
birds species used in this study. The observation 
data of the three birds species including P. 
Moussieri, P. Ochruros, and P. Phoenicurus, were 
collected from the GBIF global database 
(https://doi.org/10.15468/dl.htbm69) with a total of 
10993 observation records. The P. Moussieri 
species is locally common in mountainous areas, 
frequents rocky hillsides covered with bushes and 
dry slopes with open forests and sparse trees, while 
P. Ochruros is closely linked to rock environments, 
whether natural or artificial because its nesting is 
rock. The P. Phoenicurus on the other side, is a 
forest species, it shows a preference for deciduous 
forests but is also found in mixed forests, even with 
dominant conifers in the north and east of its range. 

Table 1: Description of the three redstart birds. 

3.3 Environmental Data 

It is believed that the distribution of many species is 
directly related to geographic and climatic changes. 
As the sustainable living of all the three redstarts 
species relies strongly on the land, hence, we chose 
climate conditions and elevation as predictor 
variables in constructing the distribution models since 
they provide a high spatial resolution representation 
of the state of the land. In this study, we used 19 
bioclimatic predictors obtained from the Worldclim 
global database (Fick and Hijmans 2017). These 
variables were interpolated from climatic data 
between 1970 and 2000 and used for training the 
species distribution models. We select a 2.5 arc-
minutes grid corresponding to approximately 5km 
resolution across Morocco. Elevation data were also 
used with 2.5 arc-minutes grid resolution obtained 
from the SRTM Digital Elevation Database (CGIAR-
CSI 2018). 

Sample 
Image 

Scientific 
Name 

Common 
Name 

Total 
Observations 

Phoenicurus 
Moussieri 

Moussier's 
Redstart 5223 

Phoenicurus 
Ochruros 

Black 
Redstart 3364 

Phoenicurus 
Phoenicurus 

Common 
Redstart 2406 
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Figure 1: Experiment workflow of the proposed approach followed to model species distribution. 

3.4 Experiment Workflow 

After collecting the data on species occurrences, we 
focused first on balancing the presence and absence 
classes by generating pseudo-absence data. To 
achieve this, we used a method described in 
(VanDerWal et al. 2009), where a circle with a radius 
of 60km was created around each presence location, 
and points within that circle were randomly selected 
to represent absence locations. The same amount of 
presence points was generated for each species 
dataset to ensure that the data is balanced. 

After collecting the data on species occurrences, 
we focused first on balancing the presence and 
absence classes by generating pseudo-absence data. 
To achieve this, we used a method described in 
(VanDerWal et al. 2009), where a circle with a radius 
of 60km was created around each presence location, 
and points within that circle were randomly selected 
to represent absence locations. The same amount of 
presence points was generated for each species 
dataset to ensure that the data is balanced. 

The following step coming afterward consists of 
pre-processing the data, starting with handling 
outliers. Data outliers can affect the training process 
resulting in poorer results and less accurate models 
(Nyitrai and Virág 2019). in this experiment, extreme 
outliers were detected using the Inter Quantile Range 
(IQR) method (Jeong et al. 2017). The data points 
detected do not exceed 7% for all the data, thus we 
chose to remove them. However, using all this data 
with all the features may not be useful in training 

machine learning algorithms, thus, feature selection 
plays an important role in building ML models. The 
correlation-based method using Pearson’s correlation 
coefficient (Liu et al. 2020) was used to remove 
irrelevant and redundant features to have reduced the 
dimensionality to 9 predictors out of 20. The final 
step in this pre-processing phase consists of 
normalizing the data. This processing step is 
necessary for some algorithms such as Neural 
Networks or distance-based algorithms (e.g. KNN, 
SVC). Therefore, for our dataset, we applied the z-
score normalization technique (Singh and Singh 
2020) to transform all the numerical predictors to a 
common scale to have the data then ready for 
modelling. 

After pre-processing the data, the next step is 
modelling. Initially, eight ML models (KNN, SVM,  
MLP, GB, DT, RF, AB, and QDA) were trained 
individually to model the distribution of the three 
redstart species (P. Moussieri, P. Ochruros, and P. 
Phoenicurus). To select ensembles base learners from 
the eight single models, we ranked them using the 
Borda Count ranking method based on five evaluation 
metrics: accuracy, sensitivity, specificity, AUC, and 
Kappa. We then selected combinations of two to eight 
models, starting with the top-ranked model and 
working down. The base learners of the 
heterogeneous ensembles were combined using the 
weighted voting method, with weights assigned based 
on their rankings. The top-ranked base learner was 
assigned the highest weight, and the last-ranked base 
learner was assigned the lowest weight. All the eight 
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single models which forms the base learners of the 
heterogenous ensembles were trained on 10 folds 
using K-folds cross validation technique without 
tuning their parameters using their default parameters 
selected in the Scikit-learn library of python. The 
performance of the 8 singles and ensembles were 
evaluated for each species dataset using: (1) the five-
classification metrics (Accuracy, Sensitivity, 
Specificity, AUC, and Kappa), (2) BC voting method 
to rank the best models based on these five metrics, 
and (3) SK test to statistically compare the 
performance of the presented models. 

4 RESULTS AND DISCUSSIONS 

This section, presents and discusses the performance 
of 8 singles models and ensembles on 3 species 
datasets. Performance was evaluated using 5 criteria: 
Accuracy, Sensitivity, Specificity, AUC, and Kappa, 
as well as the BC ranking method and SK test. Note 
that BC and SK test have been widely used to evaluate 
machine learning models (El Alaoui, Zerouaoui, and 
Idri 2022)(Zerouaoui, Idri, and El Alaoui 
2022a)(Zerouaoui, Idri, and El Alaoui 2022b) 

4.1 (RQ1): How Effective Are the Eight 
Single Machine Learning 
Techniques in Modelling the 
Distribution of the Three Redstarts 
Species? 

To evaluate and compare the performance of the eight 
single models over the three species datasets, we used 
as shown in Table 2, the average of the five metrics 
values obtained using 10-folds Cross-Validation 
technique. The results obtained show that for P. 
Moussieri, KNN outperformed all other models in 
terms of accuracy, sensitivity, AUC, and Kappa, 
reaching 90.7%, 91.5%, 0.91, and 0.82 respectively, 
and RF achieved the best specificity value, reaching 
94.5%. For P. Ochruros, RF achieved the best results 
in terms of specificity, AUC, and Kappa, reaching 
95%, 0.89, and 0.78 respectively, and DT reported the 
best accuracy and sensitivity values, reaching 89.1% 
and 90.4% respectively. Lastly, For P. Phoenicurus, 
RF once again achieved the best results for the four 
metrics: accuracy, specificity, AUC, and Kappa, 
reaching 88.2%, 95.5%, 0.89, and 0.77 respectively, 
and DT achieved the best Sensitivity value, reaching 
89.1%. On the other side, QDA reported the worst  
 

Table 2: Results in terms of accuracy, sensitivity, specificity, AUC, and Kappa of the eight ML models. 
 Accuracy Sensitivity Specificity AUC Kappa BC

P. Moussieri 

KNN 90.7% 91.5% 89.9% 0.91 0.82 1
RF 90.4% 86.5% 94.5% 0.90 0.81 2
GB 88.1% 84.2% 92.2% 0.88 0.76 3
DT 90.0% 91.0% 89.0% 0.90 0.80 4

MLP 87.1% 84.8% 89.5% 0.87 0.74 5
SVM 84.8% 78.4% 91.5% 0.85 0.70 6
AB 84.1% 79.3% 89.2% 0.84 0.68 7

QDA 81.5% 75.5% 87.7% 0.82 0.63 8

P. Ochruros 

RF 88.9% 83.0% 95.0% 0.89 0.78 1
DT 89.1% 90.4% 87.9% 0.89 0.77 2

KNN 88.6% 88.9% 88.3% 0.88 0.77 3
GB 86.9% 81.7% 92.3% 0.87 0.74 4

MLP 85.1% 81.3% 89.0% 0.85 0.70 5
SVM 83.4% 76.9% 90.0% 0.83 0.67 6
AB 83.5% 78.5% 88.7% 0.84 0.67 7

QDA 75.7% 74.9% 76.5% 0.76 0.51 8

P. Phoenicurus 

RF 88.2% 81.8% 95.5% 0.89 0.77 1
GB 87.7% 81.8% 94.1% 0.88 0.76 2
DT 88.1% 89.1% 87.2% 0.88 0.76 3

KNN 87.5% 86.5% 88.5% 0.87 0.75 4
MLP 85.7% 82.6% 89.0% 0.86 0.71 5
SVM 85.0% 81.4% 88.9% 0.85 0.70 6
AB 84.7% 79.7% 90.3% 0.85 0.70 7

QDA 74.1% 73.7% 74.5% 0.74 0.48 8
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Figure 2: Boxplot of accuracy values of the eight single models among the three bird species datasets. 

Table 3: Results in terms of accuracy, sensitivity, specificity, AUC, and Kappa of the heterogeneous ensembles. 

 Ensembles Accuracy Sensitivity Specificity AUC Kappa

P. Moussieri 

E2 91.3% 90.5% 92.0% 0.91 0.83
E3 90.9% 89.0% 92.8% 0.91 0.82
E4 91.8% 90.6% 93.0% 0.92 0.84
E5 91.7% 90.2% 93.2% 0.91 0.83
E6 91.2% 89.7% 92.8% 0.91 0.82
E7 91.1% 89.5% 92.8% 0.91 0.82
E8 90.8% 88.9% 93.0% 0.91 0.82

P. Ochruros 

E2 89.5% 91.0% 87.9% 0.89 0.79
E3 90.9% 90.2% 91.7% 0.91 0.82
E4 90.8% 89.3% 92.4% 0.91 0.82
E5 91.0% 88.9% 92.9% 0.91 0.82
E6 90.2% 87.7% 92.7% 0.90 0.80
E7 90.3% 87.7% 92.9% 0.90 0.81
E8 89.9% 86.9% 93.0% 0.90 0.80

P. Phoenicurus 

E2 88.2% 82.2% 94.9% 0.89 0.77
E3 89.4% 86.4% 92.7% 0.90 0.79
E4 89.4% 85.9% 93.3% 0.90 0.79
E5 89.5% 85.6% 93.8% 0.90 0.79
E6 89.4% 85.4% 93.9% 0.90 0.79
E7 89.2% 85.3% 93.6% 0.90 0.78
E8 88.8% 84.6% 93.4% 0.89 0.78

 

results for all species datasets in all five metrics, with 
81.5%, 75.7%, and 74.7%, accuracy values reported 
in the three species datasets: P. Moussieri, P. 
Ochruros, and P. Phoenicurus, respectively. 
Moreover, the Borda Count ranking based on the five-
evaluation metrics, showed that RF performs better 
than the other machine learning algorithms since it 
ranked first for P. Ochruros, and P. Phoenicurus 
species datasets, and second for P. Moussieri. QDA 
model, as can be seen, ranked the last in all species 
datasets. 

Figure 2 shows the boxplots of accuracy values of 
the eight single models across three species datasets 
using 10-fold CV. It is observed that KNN had the 

highest median value of 91.5% and was the most 
consistent and condensed in the P. Moussieri dataset. 
For the P. Ochruros dataset, DT reached the highest 
median value (90.2%), and shows lower spread and 
dispersion on this dataset compared to other 
algorithms. Lastly, for the P. Phoenicurus dataset, RF 
achieved the highest median value (91.3%), but in 
terms of consistency and stability, RF was not the 
winner in this dataset. KNN and DT show less 
dispersion and varied much less than the RF. On the 
other side the QDA algorithm reported the lowest 
median in all species datasets, and it showed a high 
spread and dispersion compared to other algorithms. 
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 Furthermore, when comparing the dispersion and 
stability of all eight algorithms across the three 
species datasets, it is shown that the models 
performed better and showed less dispersion and 
more stability in the P. Moussieri dataset compared to 
the remaining species datasets. 

In summary, KNN outperformed all other 
algorithms in predicting the distribution of P. 
Moussieri species. It ranked first in the five 
evaluation metrics (Accuracy, Sensitivity, 
Specificity, AUC, and Kappa) using BC ranking 
method. It also showed less dispersion and more 
consistency and stability. However, for P. Ochruros 
and P. Phoenicurus species datasets, RF had the best 
performance in the five evaluation metrics, while 
KNN and DT were more consistent and condensed in 
terms of accuracy values. 

4.2 (RQ2): Do Heterogeneous 
Ensembles Using Weighted Voting 
Perform Better than Their Singles? 

Table 3 presents the performance of heterogeneous 
ensembles on the three species datasets in terms of 
accuracy, sensitivity, specificity, AUC, and Kappa. 
The results indicate that, for P. Moussieri dataset, E4 
ensemble outperformed all other ensembles in terms 
of accuracy, sensitivity, AUC, and Kappa, reaching 
91.8%, 90.6%, 0.92, and 0.84, respectively, and E5 
achieved the best specificity value, reached 93.2%.  

Table 4: Borda Count ranking of ensembles with single 
models over the three species datasets. 

Models P. Moussieri P. Ochruros P. 
Phoenicurus

E5 2 1 1
E4 1 3 3
E3 7 2 3
E6 4 5 2
E7 5 4 4
E8 6 6 5
E2 3 7 6

KNN 8 10 9
RF 9 8 6
DT 10 9 7
GB 11 11 8

MLP 12 12 10
SVM 13 14 11
AB 14 13 12

QDA 15 15 13

For P. Ochruros dataset, E5 achieved the best 
results in terms of accuracy, AUC, and Kappa, 
reaching 91.0%, 0.91, and 0.82%, respectively. E2 
achieved the highest sensitivity value (91%), while 

E8 reported the best specificity value, reached 93%. 
For P. Phoenicurus dataset, E5 once again achieved 
the best results in terms of accuracy, AUC, and 
Kappa, reaching 89.5%, 0.90, and 0.97, respectively. 
E3 achieved the highest sensitivity value (86.4%), 
while E2 reported the best specificity value, reached 
94.9%. 

Table 4 shows the Borda Count ranking of the 
heterogenous ensembles with single models over the 
three species datasets based on the five-evaluation 
metrics: accuracy, sensitivity, specificity, AUC, and 
Kappa. As can be seen, all the heterogeneous 
ensembles were ranked over their singles in all the 
three species datasets. E5 ensemble in particular, was 
ranked the first in two species datasets (P. Ochruros, 
and P. Phoenicurus), and ranked second in P. 
Moussieri dataset, while E4 ranked the first in P. 
Moussieri dataset and third in P. Ochruros, and P. 
Phoenicurus datasets. On the other side, among the 
seven ensembles, E2 ranked the last in P. Ochruros, 
and P. Phoenicurus datasets, while E3 was the last one 
in P. Moussieri dataset. 

To determine whether the accuracy values of the 
ensembles and their singles differ significantly, we 
used the SK statistical test. Figure 3 shows the 
clusters obtained by applying the SK test to all 
ensembles and their individual models across the 
three species datasets. For the P. Moussieri dataset, 
four clusters were obtained. The best cluster included 
all the heterogeneous ensembles and four individual 
models (KNN, RF, DT, and GB), while MLP was in 
the second cluster, SVM and AB were in the third, 
and QDA was in the fourth. For the P. Ochruros 
dataset, three clusters were obtained. The best cluster 
included all the heterogeneous ensembles and four 
individual models (KNN, RF, DT, and GB), while 
MLP, SVM, and AB were in the second cluster and 
QDA was in the third. For the P. Phoenicurus dataset, 
two clusters were obtained. The best cluster included 
all the heterogeneous ensembles and seven individual 
models (KNN, RF, DT, GB, MLP, SVM, and AB), 
while QDA was in the second cluster. 

It is observed that all the heterogeneous 
ensembles appeared in the best SK test cluster. 
However, they were presented with some single 
models in all species datasets, thus we cannot confirm 
based on SK statistical test that the accuracy of the 
heterogenous ensembles selected is statistically 
significant when compared to their singles. 

Figure 4 displays the boxplots of accuracy values 
of all ensembles and their singles over the three 
species datasets (P. Moussieri, P. Ochruros, and P. 
Phoenicurus). The boxplots show the distribution of 
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(a) P. Moussieri species 

 
(b) P. Ochruros species 

 
(c) P. Phoenicurus species 

Figure 3: SK test of the heterogenous ensembles over the 
three species datasets. 

accuracy values obtained using 10-fold CV. It is 
observed that ensembles in P. Moussieri dataset vary 
much less compared to single models, they are more 
consistent and stable. E5 ensemble in particular, 
reached the highest median value (92%) and showed 
less variety compared to other ensembles. For P. 
Ochruros dataset, E4 and E5 reached the highest 
median value (92% for both). However, E3 was more 
condensed in this dataset, it varied much less 
compared to other ensembles and singles. Lastly, for 
the P. Phoenicurus dataset, E5 achieved the highest 
median value, reached 92.6%, but in terms of 
consistency and stability, E3 showed less dispersion 
and varied much less than other ensembles and single 
models. 

To sum up, the heterogenous ensembles, showed 
better performance than single models, they all 

ranked over single models in all three species datasets 
(P. Moussieri, P. Ochruros, and P. Phoenicurus) when 
taking into account the five-evaluation metrics 
(accuracy, sensitivity, specificity, AUC, and Kappa) 
using Borda Count method. Moreover, in terms of 
consistency and stability over the 10 data splits (using 
10-fold CV), ensembles varied less and showed less 
dispersion than single models. However, when 
statistically comparing the differences between 
accuracy values of ensembles and singles using SK 
test, it is found that there is no significant difference 
in accuracy values. 

5 THREATS TO VALIDITY 

This This section presents the three main threats to 
validity for this study: (1) threats to internal validity, 
(2) threats to external validity, and (3) threats to 
construct validity. Threats to internal validity in this 
case study include errors made in the implementation 
of the designed experiment. Although the 
implementation was fully checked twice, mistakes 
could still occur. Moreover, the question of whether 
the findings of this research generalize to other 
datasets poses a threat to external validity. The 
presented paper used only one dataset of three bird 
species in the same taxonomic ranking with only 
presence data, and the pseudo-absence data were 
generated to balance the presence and absence classes 
in the data; thus, we cannot generalize the findings 
obtained for all species in that taxonomic class. Thus, 
decreasing this threat requires using this approach on 
more datasets. Construct validity threats come from 
using inappropriate evaluation methods. To avoid 
favouring one metric over another, this study uses the 
Scott Knott statistical test, and Borda Count ranking 
method, based on five performance criteria (accuracy, 
sensitivity, specificity, AUC, and Kappa) with equal 
weights, to select the best model. Moreover, the use 
of occurrence data alone in this study limits the scope 
of our analysis, as it does not provide information on 
the movement patterns and habitat use of the species. 
The inclusion of Geo-tracking data would have 
provided a more complete understanding of the 
factors limiting the species' distribution including the 
species' dispersal ability and the conditions they can 
tolerate. This lack of information may affect the 
accuracy and completeness of the findings and thus 
should be considered as a threat to the construct 
validity of the study. 
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Figure 4: boxplots of accuracy values of all ensembles and their singles over the three species datasets. 

6 CONCLUSION 

In conclusion, this research study successfully 
addressed the problem of species distribution 
modelling for three bird species in Morocco (P. 
Moussieri, P. Ochruros, and P. Phoenicurus). The 
study proposed the development and evaluation of 
eight ML models and seven heterogeneous 
ensembles, where the eight ML models served as base 
learners for the ensembles. The study demonstrated 
that ML models and ensembles can effectively model 
species distribution, with the RF algorithm showing 
the best performance among individual models. 
Heterogeneous ensembles outperformed all 
individual models based on the Borda Count ranking 
for all three species datasets. However, outperformed 
all the individual models based on the Borda Count 
ranking for all three species datasets. However, the 
heterogeneous ensembles appeared with some single 
models in the best SK test cluster, and therefore, it 
cannot be confirmed based on the SK statistical test 
that the accuracy of the heterogeneous ensembles is 
statistically significant when compared to their 
singles. These findings have important implications 
for conservation and management efforts for these 
bird species in Morocco. Future research could 
explore the use of other modelling techniques and 
environmental variables to further improve the 
accuracy and applicability of species distribution 
models. 
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