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Abstract: Relation extraction (RE) is a sub-discipline of information extraction (IE) which focuses on the prediction
of a relational predicate from a natural-language input unit. Together with named-entity recognition (NER)
and disambiguation (NED), RE forms the basis for many advanced IE tasks such as knowledge-base (KB)
population and verification. In this work, we explore how recent approaches for open information extraction
(OpenIE) may help to improve the task of RE by encoding structured information about the sentences’ princi-
pal units, such as subjects, objects, verbal phrases, and adverbials, into various forms of vectorized (and hence
unstructured) representations of the sentences. Our main conjecture is that the decomposition of long and pos-
sibly convoluted sentences into multiple smaller clauses via OpenIE even helps to fine-tune context-sensitive
language models such as BERT (and its plethora of variants) for RE. Our experiments over two annotated
corpora, KnowledgeNet and FewRel, demonstrate the improved accuracy of our enriched models compared
to existing RE approaches. Our best results reach 92% and 71% of F1 score for KnowledgeNet and FewRel,
respectively, proving the effectiveness of our approach on competitive benchmarks.

1 INTRODUCTION

Relation extraction (RE) is a way of structuring
natural-language text by means of detecting poten-
tial semantic connections between two or more real-
world concepts, usually coined “entities”. Relations
are assumed to fall into predefined categories and to
hold between entities of specific types. Being itself
a sub-discipline of information extraction (IE), ex-
tracting labeled relations may also help to boost the
performance of various IE downstream tasks, such
as knowledge-base population (KBP) (Trisedya et al.,
2019) and question answering (QA) (Xu et al., 2016).
Distant Supervision vs. Few-Shot Learning. Ex-
tracting labeled relations from previously unseen do-
mains usually requires large amounts of training data.
Manually annotated corpora are relatively small due
to the amount of work involved in their construction.
To this end, distant supervision (Mintz et al., 2009)
may help to alleviate the manual labeling effort but
training data, which may serve as the basis for distant
supervision, is only available for relations covered
by an already-existing KB such as Yago (Suchanek
et al., 2007), DBpedia (Lehmann et al., 2015) or
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Wikidata (Vrandečić and Krötzsch, 2014). For this
work, we use distant supervision to transfer the labels
from the annotated corpora to the OpenIE extractions,
thereby creating an annotated set of clauses which can
then be used for training. Moreover, for cold-start
KBP settings (KBP, 2017), few-shot learning (Wang
et al., 2021b) has recently evolved as an interesting al-
ternative to distant supervision. In few-shot-training
for KBP, an underlying language model such as BERT
(Devlin et al., 2019) is augmented by an additional
prediction layer for the given labeling task which is
then retrained by very few samples. Here, often 20–
50 examples for each label are sufficient to achieve
decent results. However, all of these approaches for
KBP focus on labeling and training trade-offs for the
given input text, while other–perhaps more obvious—
options, namely to exploit syntactic and other struc-
tural clues based on OpenIE, NER and NED, are at
least as promising as these training aspects in order to
further improve prediction accuracy.
Domain-Oriented vs. Open Information Extrac-
tion. OpenIE (Etzioni et al., 2004; Banko et al.,
2007; Fader et al., 2011) expresses an alternative text-
structuring paradigm compared to the more classical,
domain-oriented IE techniques (Trisedya et al., 2019):
it transforms sentences into a set of 〈arguments – re-
lational phrase〉 tuples without labeling the relational
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phrases explicitly or requiring its arguments to be of
particular entity types. Consider, for instance, the
sentence: “In 2008 Bridget Harrison married Dim-
itri Doganis”. From an RE perspective, it would be
represented as: 〈Bridget Harrison; SPOUSE; Dimitri
Doganis〉. Its OpenIE1 counterpart would decompose
the input sentence into two tuples: 〈Bridget Harri-
son; married; Dimitri Doganis〉 and 〈Bridget Harri-
son; married Dimitri Doganis In; 2008〉. Intuitively,
the two representations capture the same semantic
message of a marriage relationship between Bridget
Harrison and Dimitri Doganis. Furthermore, Ope-
nIE produces additional informative tuples describ-
ing, e.g., temporal or collocational aspects of the re-
lation via adverbial phrases, which however may not
necessarily have a corresponding canonicalized form.
Importantly, OpenIE extracts relational phrases along
with the original sentences’ arguments, thus structur-
ing the input text without loss of information. All
these characteristics make OpenIE a useful interme-
diate representation for a number of downstream IE
tasks that impose further structuring or normalization
(Mausam, 2016; Lockard et al., 2019).
Word Embeddings vs. Language Models. In the
past few years, word embeddings (Bojanowski et al.,
2017; Mikolov et al., 2013) found their applications
and proved to be efficient in a wide range of IE tasks.
Word embeddings represent text as dense vectors in
a continuous vector space. Traditional word embed-
dings, such as Word2Vec (Mikolov et al., 2013) and
FastText (Bojanowski et al., 2017), are lightweight
and conveniently fast at training and inference time.
However, being static, these embeddings have limited
ability to capture a word’s changing meaning with re-
spect to different contexts. On the contrary, recently
trained, large-scale language models (LMs), such as
BERT (Devlin et al., 2019), ELMO (Peters et al.,
2018) or GPT-3 (Radford et al., 2019), extend the
approach by generating dynamic embeddings, where
each word’s representation depends on its surround-
ing context, thus pinning down particular meanings
of polysemic words and entire phrases. Despite the
differences, both types of embeddings allow to quan-
titatively express semantic similarities between words
and phrases based on the closeness of their respec-
tive vectors in the vector space. Furthermore, other
linguistic components such as syntactic dependency
trees or OpenIE-style tuples can be used to train or
fine-tune various embedding models with positive im-
pact on more advanced IE tasks such as text com-
prehension, similarity and analogy (Stanovsky et al.,
2015), RE and QA (Sachan et al., 2021).

1Based on OpenIE 5.1: https://github.com/dair-iitd/Op
enIE-standalone

Contributions. In this work, we systematically in-
vestigate various combinations of the above outlined
design choices for the task of RE. Specifically, we
combine OpenIE with both types of embeddings (i.e.,
context-free and context-sensitive ones) and exam-
ine the strengths and limitations of each combination.
Our main conjecture is that OpenIE is able to improve
even context-sensitive LMs such as BERT because
it decomposes large sentences into multiple clauses,
each representing the target relation in a sharper man-
ner than the original sentence. We summarize our
motivation for investigating a combination of OpenIE
and LMs for the task of RE as follows.

• Our goal is to advance Web-scale relation extrac-
tion. To this end, we adopt the OpenIE approach
to model and classify relational phrases by lever-
aging shorter clauses which more accurately cap-
ture the target relation than potentially long and
convoluted input sentences.

• We transfer the labels from the annotated corpora
to the OpenIE extractions in a distant-supervision
fashion, thereby limiting the manual labeling ef-
fort that is otherwise needed for training and fine-
tuning the underlying models. We also systemati-
cally investigate few-shot training which is able to
further reduce the amount of labeled training ex-
amples to less than 20 per relation (and yet yield
satisfactory results in many cases).

• We perform detailed experiments on two an-
notated RE corpora, namely KnowledgeNet
(Mesquita et al., 2019) and FewRel (Han et al.,
2018), using Wikidata as a backend KB in combi-
nation with various state-of-the-art (both context-
free and context-sensitive) LMs. Various of our
combined approaches are able to improve over the
best known results for both KnowledgeNet and
FewRel by partly very significant margins.

The rest of the paper is organized as follows: we
present our general methodology in Section 2, de-
scribe the experimental setup and show the results in
Section 3.

2 METHODOLOGY

In this section, we present our three principal strate-
gies for classifying text obtained from OpenIE into
canonical relations over a predefined KB schema. We
next provide a brief overview of the three approaches,
before we describe them in more detail in the follow-
ing subsections.
Fine-Tuning Language Models. Our first approach

DATA 2023 - 12th International Conference on Data Science, Technology and Applications

360



(see Subsection 2.1 for details) is to fine-tune a dedi-
cated RE model and then to use it to predict the rela-
tions for previously unseen text. Specifically, we start
with a large-scale, pretrained LM, such as BERT, and
add a classification layer on top in order to fine-tune
the model on the RE classification task. As BERT
is a general-purpose, context-sensitive LM trained on
many billions of input sentences, we expect this ap-
proach to work best for RE, with just a small amount
of annotated sentences being required for fine-tuning
the classification layers.
Context-Free Relation Signatures. As a simpler,
context-free baseline to the above approach (see Sub-
section 2.2), we also investigate the usage of a clause-
based Word2Vec model for RE, which requires no an-
notated sentences (at least for training) at all. Here,
we directly train the Word2Vec model over a domain-
specific corpus (such as Wikipedia articles) in an un-
supervised manner. By aggregating individual word
vectors into relation signatures for a given set of tar-
get relations, we quantitatively assess the vector sim-
ilarities between these relation signatures and the re-
lational paraphrases obtained by OpenIE.
Contextualized Relation Signatures. Our third
and final approach (see Subsection 2.3) combines the
above two ideas by investigating the usage of BERT-
like models in a feature-based manner. Here, the con-
textualized embeddings extracted from a large-scale
pre-trained model constitute an input for a contextu-
alized form of relation signatures by manually pro-
viding a few training sentences as input for each such
relation signature.

2.1 Fine-Tuning Language Models for
Relation Extraction

In the context-aware approach, we add a single fully
connected layer for the classification task on top of
the last layer of an otherwise task-agnostic pre-trained
LM such as BERT or one of its variants. Fine-tuning
the model then consists of training the new layer’s
weights over a task-specific annotated dataset. For
our RE task, a typical annotated example would con-
sist of (1) an input sentence, (2) the entity pair cor-
responding to the sentence’s subject and object, and
(3) the target relation as label. For example, the
sentence ”After five successful albums and extensive
touring, they disbanded after lead vocalist Sandman
died of a heart attack onstage in Palestrina, Italy,
on July 3, 1999.” would then be encoded into the
clause (amongst others) 〈 {Sandman; July 3, 1999},
DATE OF DEATH 〉. Note, however, that our ap-
proach to relation classification differs from the estab-
lished setup in one important way: while many works

on the topic capitalize on the importance of relational
argument (entity) representation (Soares et al., 2019;
Zhou and Muhao, 2022; Zhang et al., 2019a), we
completely exclude entity-related information (ob-
tained from common NER/NED toolkits) during the
training, thereby delegating the task of extracting the
relational argument to the OpenIE step. Therefore, an
adjusted input for tuning the model is reduced to pairs
made of (1) input clause and (2) target relation.

The BERT family of LMs we used for fine-tuning
is listed below. We briefly introduce each model and
motivate our choices.

• bert-base-uncased is a Bidirectional Encoder
Representations from Transformers (BERT)
model (Devlin et al., 2019). BERT became a
default “baseline” for many NLP tasks involving
general-purpose pre-trained models.

• distilbert-base-uncased (Sanh et al., 2020) is a
variant of BERT, pre-trained on the knowledge
distillation principle which consists of transfer-
ring knowledge from (a set of) large model(s) to a
single smaller one.

• xlnet-base-cased (Yang et al., 2019) is an autore-
gressive model that improves on BERT’s capa-
bility of learning semantic dependencies between
sentence components.

• roberta-base (Liu et al., 2019) has been trained on
a much larger corpus than BERT (and is yet opti-
mised). It showed the highest accuracy (compared
to BERT and XLNet) on the task of Recognizing
Textual Entailment (RTE) (Liu et al., 2019; Wang
et al., 2019) which is closely related to the task
of RE. This motivates our interest in using this
model.

• albert-base-v1 (Lan et al., 2020) introduces a
sentence-order prediction (SOP) training objec-
tive which focuses primarily on inter-sentence
coherence—a property we expect to leverage
from when transferring knowledge learned from
entire sentences to OpenIE clauses.

• setfit (Tunstall et al., 2022) stands for Sentence
Transformer Fine-tuning and is a recent work de-
signed for few-shot text classification. It is trained
on a small number of text pairs in a contrastive
Siamese manner. The resulting model is then used
to generate rich text embeddings which are used
to train a classification task.
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2.2 Using Context-Free Relation
Signatures for Relation Extraction

For the context-free approach, we start from a large
dump of English Wikipedia articles which we pro-
cess with a pipeline consisting of ClausIE (Corro
and Gemulla, 2013) for clause decomposition, Stan-
ford CoreNLP (Manning et al., 2014) and AIDA-light
(Nguyen et al., 2014) for NER and NED, respectively.
This pipeline yields an initial amount of 190 million
clauses, from which we distill 13.5M binary relations
of the form 〈subject; relational phrase; object〉.

Following (Fader et al., 2011), we apply regular
expressions on the verbal phrases to identify patterns
of the form verb | verb + particle which should cover
≈ 85% of the verb-based relations in English. After
the above steps, our overall representation of a clause
is of the form: 〈entity1, verb+particle, entity2 〉 with
the additional condition that entity1 and entity2 should
not be equal. We next embed the clauses into their
word vector representations, we consider two encod-
ing schemes:

(i) by exploiting the compositionality of word vec-
tors:

V⃗verb +V⃗particle

(ii) by creating bigrams of verbs and particles for the
most frequent relational paraphrases in the corpus
(e.g., work at, graduate from, born in):

V⃗verb particle

For the latter bigram-based encoding, we treat bi-
grams for the prepositional verbs as additional dictio-
nary entries before a Word2Vec model is trained on
the clauses. As we will see in Section 3, we leverage
both aforementioned techniques in comparison. To
train the models under (i) and (ii), we use Word2Vec
“skip-gram model” implementation provided by the
Gensim2 (Rehurek and Sojka, 2011), with the win-
dow size 2, and negative sampling as loss function.

In this context-free approach, we further aggregate
the vector representation of each target relation by in-
cluding also synonyms for these relations provided by
an additional backend KB. As an example, let

SP571 = {“founded”,“created”, . . . ,“established”}

denote the Wikidata3 synonyms provided for the re-
lation P571. Then, the vector for its corresponding
relation signature is computed as follows

V⃗P571 =
1

|SP571| ∑
synonym∈SP571

V⃗synonym

2https://radimrehurek.com/gensim/
3www.wikidata.org

where we use the arithmetic mean in order to aggre-
gate a set of such synonyms into a single vector.

Since the target relations considered in our ex-
periments correspond to Wikidata (Vrandečić and
Krötzsch, 2014) properties, we use Wikidata as back-
end KB and consider the English parts of the “Also
known as” sections of the respective properties as
source for the synonymous relational phrases. To
leverage our Word2Vec model, we again normalise
the property name and its synonyms by following the
steps described above (before vectorization). By de-
fault, we then use bigrams of verb lemmas and their
particles for the aggregation of the vectors into rela-
tion signatures. However, if a bigram is not found in
the model’s vocabulary, we fall back to our composi-
tional encoding also for the respective synonyms.

2.3 Using Contextualized Relation
Signatures for Relation Extraction

For our third approach, we further build on the idea
of using relation signatures to represent relations but
this time generate contextualized relation signatures
in a slightly different way. A relation is now mod-
elled using a small set of structured natural language
units that carry self-contained meaning, such as sen-
tences or clauses. We therefore modify the procedure
of signature generation as follows: for each relation,
(i) 5 units (clauses or sentences) are manually sam-
pled from an underlying labeled corpus; (ii) units are
embedded into a LM model 4; (iii) a normalized aver-
age of the embeddings represents the signature for the
respective relation label. Similarly to the context-free
approach, at test time, units to be labelled are embed-
ded into the same model and the resulting vectors are
compared to the vectors of relation signatures using
cosine similarity. Unlike the context-free approach,
here clauses are not reduced to their relational phrase
component but instead, considered as whole units.
This heuristic is purposely implemented to resemble
few-shot learning techniques in a feature-based man-
ner. It has two major advantages for our goal of scal-
ing RE: it involves a very low amount of additional
labeling effort, and it allows to add new target rela-
tions on-the-fly.

3 EXPERIMENTS

In this section, we describe the experiments and
datasets we used to evaluate our proposed methods,

4https://github.com/cyk1337/embedding4bert
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which are based on two commonly used RE bench-
marks: KnowledgeNet and FewRel.
KnowledgeNet (KN) (Mesquita et al., 2019) is a
dataset for populating a KB with facts expressed in
natural language on the Web. We selected KN as our
primary benchmark because it provides facts in the
form of 〈subject, property, object〉 triplets as sentence
labels. 9,073 sentences from 4,991 documents were
chosen to be annotated with facts corresponding to 15
properties ((Mesquita et al., 2019) for more details).
FewRel (Han et al., 2018) is a popular benchmark
for few-shot RE, consisting of 70,000 sentences over
100 relations. This dataset is meant to be competitive
even for the most advanced models for RE. However,
we did not use FewRel as it was originally conceived
in its typical few-shot setting, but we randomly split
the sentences per relation into separate training (75%)
and testing (25%) sets.

3.1 Baseline Approaches

We now evaluate the three different approaches of
Section 2. Particularly, for the fine-tuned BERT mod-
els, we created different combinations of training and
testing sets as follows.

• Baseline 1: Clauses + LM. We use OpenIE to
extract clauses from sentences. Fine-tuning and
prediction of the LM were then performed on
clauses.

• Baseline 2: Mixed + LM. Fine-tuning of the LM
was performed on sentences, while prediction was
then performed on clauses.

• Baseline 3: Sentences + LM. Fine-tuning of the
LM and inference were performed on sentences.

• Baseline 4: Clauses + W2V. We use OpenIE to
extract clauses from sentences. Context-free rela-
tion signatures (as described in Section 2.2) based
on the simple Word2Vec model were then used to
infer the target relation.

• Baseline 5: Clauses + feature-based BERT.
For the feature-based approaches, we applied the
same three combinations as for Baselines 1, 2, and
3. Thus swapping the fine-tuning phase with the
relation signature construction which was gener-
ated by manually drawing 5 samples per relation.
For this baseline, relation signature construction
and inference were performed on clauses.

• Baseline 6: Mixed + feature-based BERT. The
relation signature construction was generated us-
ing 5 sentences per relation, while prediction was
performed on clauses.

• Baseline 7: Sentences + feature-based BERT.
Both the relation signature construction and pre-
diction were performed on sentences.

3.2 Evaluation

RE inherently resembles a multi-class prediction task.
For KN, a particularity of the benchmark is that sen-
tences may also have multiple labels, i.e., we need to
consider and evaluate a multi-label prediction setting.
Moreover, since OpenIE may turn each input sentence
into multiple clauses, we define the following vari-
ants of the three classes of true positives (TPs), false
positives (FPs) and false negatives (FNs) needed to
compute precision, recall and F1, and with respect to
whether the unit of prediction is either a sentence or a
clause.
Prediction Unit: Sentence. Under a single-label
prediction setting, TPs, FPs and FNs can be computed
in the standard way by considering also a single (i.e.,
the “best”) predicted label per sentence. However,
under a multi-label prediction setting, we predict as
many labels as were given for the KN sentence, and
then consider how many of the predicted labels also
match the given labels as the TPs (and vice versa for
the FPs and FNs).
Prediction Unit: Clause. Under a single-label pre-
diction setting, this means that we also predict one
label per clause, but since OpenIE may extract mul-
tiple clauses from the given KN sentence, we then
still need to compare multiple labels obtained from
the clauses with the single, given label of the KN sen-
tence. We therefore define the following two variants
for TPs and FPs (FNs again follow similarly): ANY
and ALL.

ANY
TP: any of the clauses’ labels match the single

given label of the KN sentence.
FP: none of the clauses’ labels match the single

given label of the KN sentence.
ALL
TP: all of the clauses’ labels match the single

given label of the KN sentence.
FP: not all of the clauses’ labels match the

single given label of the KN sentence.

However, under a multi-label prediction setting,
when using clauses as prediction unit, ANY and ALL
would be too extreme to give a fair estimate of the
prediction quality. We therefore introduce a third
variant, UNION, as follows.
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Table 1: Performances of our approaches using KN.

Method P R F1
Human 0.88 0.88 0.88
Diffbot Joint Model 0.81 0.81 0.81
KnowledgeNet Baseline 5 (BERT) 0.67 0.69 0.68
Clauses + BERT (ALL) 0.86 0.86 0.86
Clauses + BERT (ANY) 0.90 0.92 0.91
Clauses + BERT (UNION) 0.89 0.89 0.89
Clauses + distillBERT (ALL) 0.86 0.86 0.86
Clauses + distillBERT (ANY) 0.92 0.92 0.92
Clauses + distillBERT (UNION) 0.91 0.91 0.91
Clauses + feature-based-BERT (ALL) 0.86 0.74 0.79
Clauses + feature-based-BERT (ANY) 0.91 0.91 0.91
Clauses + feature-based-BERT (UNION) 0.91 0.87 0.89
Clauses + SETFIT(ANY) 0.85 0.83 0.84
Mixed + BERT (ALL) 0.87 0.75 0.80
Mixed + BERT (ANY) 0.93 0.84 0.89
Mixed + BERT (UNION) 0.91 0.93 0.92
Mixed + distillBERT (ALL) 0.85 0.70 0.77
Mixed + distillBERT (ANY) 0.91 0.80 0.85
Mixed + distillBERT (UNION) 0.90 0.92 0.91
Mixed + feature-based-BERT (ALL) 0.85 0.69 0.76
Mixed + feature-based-BERT (ANY) 0.85 0.83 0.84
Mixed + feature-based-BERT (UNION) 0.88 0.83 0.85
Mixed + SETFIT (ANY) 0.82 0.77 0.79
Sentences + BERT 0.86 0.78 0.82
Sentences + distillBERT 0.87 0.79 0.83
Clauses + Word2Vec (ALL) 0.71 0.62 0.66
Clauses + Word2Vec (ANY) 0.77 0.58 0.67
Clauses + Word2Vec (UNION) 0.83 0.66 0.66

UNION
TPs: the union of the clauses’ labels

that match the given set of labels
of the KN sentence.

FPs: the union of the clauses’ labels
that do not match the given set of labels
of the KN sentence.

That is, under a multi-label prediction setting, multi-
ple TPs, FPs and FNs may be produced per KN sen-
tence. FewRel, on the other hand, is a single-labeled
dataset and provides property annotations at the fact
level. There, ALL and ANY collapse into the same
case, while UNION is not present at all. Based on
the afore-defined variants of TPs, FPs and FNs, we
then compute precision (P), recall (R) and F1 in the
standard way for both KN and FewRel.

3.3 Results

We now present the results5 of the seven baseline ap-
proaches outlined in Section 3.1. We performed de-
tailed experiments to demonstrate the effectiveness of
our method and show how OpenIE improves RE. We
tested multiple pre-trained LMs and report the best

5our source code for the experiments is available at http
s://github.com/sandrons/enrichingRE

Table 2: Performances of our approaches using FewRel.

Method P R F1
ERNIE 0.88 0.88 0.88
DeepEx — — 0.48
Clauses + BERT 0.71 0.71 0.71
Clauses + distillBERT 0.68 0.68 0.68
Clauses + SETFIT 0.68 0.68 0.68
Clauses + roBERTa 0.68 0.68 0.68
Clauses + distillroBERTa 0.66 0.67 0.66
Clauses + feature-based-BERT 0.75 0.59 0.66
Clauses + alBERT 0.65 0.66 0.65
Mixed + BERT 0.66 0.67 0.66
Mixed + distillBERT 0.65 0.66 0.65
Mixed + roBERTa 0.65 0.67 0.65
Mixed + distillroBERTa 0.65 0.67 0.65
Mixed + SETFIT 0.66 0.64 0.65
Mixed + alBERT 0.62 0.63 0.62
Mixed + feature-based-BERT 0.64 0.59 0.61
Sentences + BERT 0.65 0.66 0.65
Sentences + roBERTa 0.65 0.66 0.65
Sentences + distillroBERTa 0.65 0.66 0.65
Sentences + alBERT 0.63 0.65 0.64
Sentences + distillBERT 0.64 0.65 0.64
Sentences + SETFIT 0.64 0.63 0.63
Clauses + Word2Vec 0.61 0.52 0.56

results in Tables 1 and 2. For KN6, the results are
averaged after performing a 4-fold cross-validation
on the 4 folders into which it is divided by default.
For FewRel7, we averaged over 10 runs with random
splits (by dividing the dataset in 75% for training and
25% for testing purposes) to shuffle as much as pos-
sible the data and have significant changes in the dis-
tribution of the text during training and testing time.
KN. We motivated our choice for the LMs in Sec-
tion 2.1, however, the experimental results do not
suggest a clear suitability of a specific model for all
RE settings. We notice that BERT and distillBERT
performed best on KN, while RoBERTa and SETFIT
were also useful in some settings applied to FewRel.
For KN, our best baseline (Baseline 1, Clauses +
distillBERT) significantly outperforms the previous
work (Diffbot Joint Model and KN Baseline 5, re-
ported on top of Table 1). The most important im-
provements are due to (1) using clauses as a unit
of prediction, (2) incorporating clauses during fine-
tuning, and (3) allowing any of the OpenIE clauses to
match the single KN label.
FewRel. We compare our results against Match-
ing the Blanks (MTB) (Soares et al., 2019), ERNIE
(Zhang et al., 2019b) and DeepEx (Wang et al.,
2021a). Being the board leader on FewRel, Matching

6https://github.com/diffbot/knowledge-net
7http://zhuhao.me/fewrel
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Figure 1: Change in the F1 score in a FewShot setting.

the Blanks classifies the relations relying solely on the
text input. It however employs additional entity mark-
ers, which we deliberately omit in favor of taking ad-
vantage of the OpenIE-based sentence decomposition
and the LMs ability to interpret the arguments. While
our strategy proves effective for KN, explicit entity
markers may still be lacking for FewRel which repre-
sents a much more fine-grained set of 100 relations.
ERNIE is different from MTB and our system as it
uses knowledge graphs to enrich pre-trained LM. It
shows good performance on FewRel, but the robust-
ness of the system may be questioned due to inherent
incompleteness of the knowledge graphs which typ-
ically limits the system’s ability to generalize. We,
on the other hand, want to demonstrate how a fast
and simple approach can be successful even on such
a competitive dataset while not suffering from un-
seen relational components. DeepEx offers an inter-
esting comparative scenario because it formulates the
RE task as an extension to OpenIE. While DeepEx
outscores many state of the art OpenIE systems, we
outperform it on the task of RE by large margin, in-
cluding the few-shot setting. We attribute this re-
sult to the way OpenIE clauses are translated into re-
lations: DeepEx essentially maps relational phrases
from clauses to a knowledge graph property label or
its aliases but does not take the signal from the entire
clause into account.
Few-Shot. Figure 1 shows the best perfomance for
FewShot setting. For KN, 8 samples are sufficient
for feature-based BERT to achieve about 85% F1-
score. The other two models require more samples
yet do not reach the same result. On the contrary,
all the three models demonstrate similar behaviour on
FewRel data. BERT has a slight advantage, however,
it needs 30 samples to achieve above 50% F1-score.

4 CONCLUSIONS

We proposed a variety of strategies to combine Ope-
nIE with Language Models for the task of Relation
Extraction. We explored how OpenIE may serve as
an intermediate way of extracting concise factual in-
formation from natural-language input sentences, and
we combined the obtained clauses with both context-
free and contextual LMs. For our experiments, we
utilized the KnowledgeNet dataset with 15 properties
as well as the well-known FewRel dataset containing
100 relations. We presented detailed experiments on
Word2Vec, BERT, RoBERTa, AlBERT, SETFIT and
their further distilled versions with a range of base-
lines that achieve up to 92% and 71% of F1 score for
KnowledgeNet and FewRel, respectively.
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