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Abstract: Natural Language Processing (NLP) and Machine Learning (ML) resources can be used in Jurisprudence
to deal more accurately with the large volume of documents and data in this context to provide speed to
the execution of processes and greater accuracy to judicial decisions. This article aims to present applied
research with a qualitative approach and exploratory objective, technically characterized as a case study. The
research was conducted in a Brazilian federal public administration agency to verify the existence of antitrust
practices in the pharmaceutical field and the monitoring of such practices by the institution. To this end, a
methodological path was established based on three stages: building the corpus, running the NLP pipeline and
consultation of the results in the Jurisprudence Search System (BJ System). In compliance with the objective
of the case study, it was possible to identify the performance of the agency around the domain elicited, as well
as indications of the existence of antitrust practices, since the 276 documents retrieved from the BJ system
relate directly to routine processes executed by the agency, either in the sense of investigation, trial or analysis
of the business practices.

1 INTRODUCTION

Natural Language Processing (NLP) ((ISO) and
(IEC), 2022); ((ISO) and (IEC), 2021) comprises a
branch of studies that originate from the articulation
of theories, methods, and technologies fundamen-
tally derived from Computer Science, Artificial In-
telligence, and Linguistics to establish effective com-
munication between humans and machines employ-
ing natural language.
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In the last few decades, various initiatives have
been implemented or are under development in Ju-
risprudence Search, using techniques from text min-
ing, machine learning, natural language processing,
and neural networks (Loutsaris and Charalabidis,
2020).

In the legal area, it is a fact that there are mas-
sive volumes of collections of documents that demand
case-by-case reading for decision-making, which rep-
resents an extensive period for the punctual solution
of each case and its correlation to similar cases.

The application of NLP techniques allied to ML
models tends to offer celerity in the processing of
this corpus, consequently optimizing the identifica-
tion of subsidies for the treatment of judicial pro-
cesses (Dias Canedo et al., 2021; Alrumayyan and Al-
Yahya, 2022), such as identification of similar opin-
ions that may guide and link similar cases (Loutsaris
and Charalabidis, 2020), summarization of legal texts
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of great complexity and high volume (Finegan-Dollak
and Radev, 2016); sorting, reading, understanding ar-
guments in summaries, evaluating evidence, apply-
ing laws, identifying relevant cases, and drafting de-
cisions for analysis by legal experts (Park and Ko,
2020); extracting effect sentences from legal cases for
optimizing jurisprudence search in document collec-
tions (Mandal et al., 2021).

Besides the necessary NLP techniques, in the case
of this article, its application is in a jurisprudence
search system.

Jurisprudence search systems have access to doc-
umentary collections and search for similarities in
sources of judicial decisions. The result is a set of
similar legal situations that can serve as a basis for
various legal activities. Summarization of cases is,
therefore, essential.

The objective of this paper is to present a case
study of jurisprudence search by a Brazilian federal
public administration agency obtained from the adop-
tion of NLP methods. It reviews and analyzes the con-
cepts and progress of NLP, analyzes the NLP pipeline
created for the system in focus, and presents the stage
of development in the Jurisprudence Search system.

2 NATURAL LANGUAGE
PROCESSING

NLP comprises an interdisciplinary study area involv-
ing Computer Science, Linguistics, Statistics, Logic,
and Philosophy, among many others. Its studies
date back to the ’50s, specifically, Warren Weaver’s
(Weaver1949) research during the conception of a
project of automatic translation of documents. This
project, inspired by the work of Alan Turing (Tur-
ing, 1950), focused on developing similar methods for
translating documents between different languages
(Somers, 2012).

Weaver’s findings have stimulated the evolution
of research in NLP, basically under two types of ap-
proaches: i) rule-based: applied to the development of
robust systems that require extensive individual effort
from linguists in their construction, although they are
of simplified maintenance, based on modifications in
the translation rules and; ii) statistics-based approach:
applied to the development of systems in a shorter pe-
riod after the collection and cleaning of bilingual data,
but complex for adjustments after the start of opera-
tion. It is the dominant approach among researchers
in the area (Somers, 2012).

Nowadays, the application of NLP techniques re-
lies heavily on textual interpretation due to the wide
availability of digital information in this format. Tex-

tual interpretation systems help retrieve, categorize,
filter, and extract information from texts and are typ-
ified as information retrieval systems, textual catego-
rization systems, and data extraction systems (Russell
et al., 2010; Loutsaris and Charalabidis, 2020).

2.1 Classical Approaches to NLP

Classical approaches to NLP comprise a set of stages
in which the language analysis process is decom-
posed according to the theoretical linguistic distinc-
tions drawn between syntax, semantics, and pragmat-
ics (Dale, 2010).

It seeks, through analysis and practical actions, to
make a computer able to perform six stages of un-
derstanding communication: i) phonology: the study
of the sounds that make up words; ii) morphologi-
cal analysis (tokenization): fragmentation of an input
text to determine its components, the words, punctu-
ations, numbers, and signs (Palmer, 2010); iii) lexical
analysis (lemmatization): relation of morphological
variants to their lemmas, canonical forms or form in
which they are found in dictionaries, and their mean-
ings (Hippisley, 2010); iv) syntactic analysis: evalu-
ation of the grammar of the language used and rep-
resentation of the analyzed sentence (parsing) in the
form of a grammar; v) semantic analysis: extraction
of the meaning of a statement and its representation in
a semantic network, and vi) pragmatic analysis: dis-
course processing for intentionality analysis (Murphy,
2003; Dale, 2010).

2.2 Empirical and Statistical
Approaches to NLP

In the scope of empirical and statistical approaches,
NLP is used to decide the meaning of a word, its
category, its syntactic structure, and the semantic
scope around it. Thus, various models and techniques
are adopted for this purpose. Statistical models are
heavily used for building machine learning systems.
Among the main ones are: i) artificial neural networks
(ANN): computational systems inspired by biological
neural networks able to learn to perform tasks from
examples; ii) decision trees: predictive models run
over a vector of input values to return a unique output
value; iii) support-vector machine (SVM): framework
of methods for supervised learning, used for classifi-
cation and regression and; iv) Bayesian networks: a
graphical model of the probability distribution related
to a set of variables within the universe of a problem
(Mitchell, 1997; Russell et al., 2010).

The techniques generally adopted are: i) word
sense disambiguation (WSD): the computational
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identification of the meaning of words in context
(Navigli, 2009); ii) corpora creation: collections of
texts used for learning linguistic models (Xiao, 2008),
iii) part-of-speech (POS) tagging: the process of tag-
ging each word in a given sentence with its correct
part of speech (Güngör, 2010); iv) treebank annota-
tion: corpora that present tree-structured annotations
(graph theory) representing syntactic, semantic, and
intersentential relationships (Hajičová et al., 2010)
and; v) alignment: automatic parallel text alignment
for translation validation purposes (Wu, 2010).

2.3 Related Work

From the linguistic perspective, (Wang, 2019; Jiang
and Lu, 2020) states that language comprises the fol-
lowing linguistic levels: phonetics, lexicon, grammar,
semantics, discourse, and pragmatics. For the lan-
guage studies cited, NLP applications can be subdi-
vided into these sections: machine translation, sound
recognition, sound synthesis, automatic information
retrieval, term database, optical character recognition,
human-machine dialogue, and others.

(Loutsaris and Charalabidis, 2020) presents
among the possibilities of NLP to assign predefined
category labels to new documents, understand the
meaning of natural language, and label a word in a
sentence or phrase to its appropriate part of speech
type.

(Kumar et al., 2022) emphasizes the importance
of Natural language understanding (NLU) in under-
standing human communication because, in textual
documents, the annotations used for machine learning
are punctual. In real-world communication, because
of interactions, the frequency of annotations is signif-
icant as marking part of speech, generating sentences,
or answering questions. We used frequency-enriched
datasets to compare the performance of (IC-NER))
and proposed two changes in domain generalization
approaches: domain masks for generalization (DMG)
and optimal transport (OT).

The applications of statistical techniques and ma-
chine learning are quite diverse. In his research on
the topic of neuroscience, (Sarmashghi et al., 2022)
presents a study of neural coding using existing Ma-
chine Learning (ML) approaches, particularly deep
network architectures, and the methods to integrate
them with statistical models. For both the simulation
and real data analyses, 70% of data were devoted to
training, 10% to validation, and 20% to testing with
the use of mini-lot gradient descent (GD) as the learn-
ing algorithm to update the model parameters. The re-
search demonstrates that the classical statistical meth-
ods and supervised machine learning algorithms have

complementary strengths and can be used together to
address the limitations of each method on their own.

(Finegan-Dollak and Radev, 2016) presents the
use of sentence simplification, compression, and dis-
aggregation for summarization applied to creating
sophisticated document summaries in the legal and
medical fields. The proposal is to have shorter sen-
tences of the original document reducing the size by
about 20%. Due to the texts’ complexity, the results
were not satisfactory, demonstrating that the tech-
niques applied need to be improved for the areas in
question.

(Park and Ko, 2020) presents the use of Machine
learning (ML) in the Legal and Economic area in the
Chinese context, based on regression modeling for
testing legal models. The authors apply three ML
models: Train-Test Cycle, Regularization, and Cross-
Validation to the Logit model. The authors state that
although NLP is reliably applied in the legal field for
classification, reading and understanding arguments
in briefs, evaluating evidence, applying relevant laws
and cases to a factual situation, and drafting a deci-
sion. However, it has not yet reached a maturity that
allows it to replace lawyers’ cognitive power and legal
reasoning skills.

Reading a summary of legal cases speeds up the
attorney’s work in searching for jurisprudence. (Man-
dal et al., 2021) presents a neural sequence tagging
model for extracting catchphrase from legal cases of
Supreme Court of India.Cross validation approach
was used to train and evaluate all supervised meth-
ods. For identification of catchphrase was identified
by scoring candidate sentences, modeling the task as
a sequence labeling task, use of document context in-
formation with sequence markers. As a result, the
authors identified that generic extraction methods do
not work well in extracting from legal documents, that
including the document context improves the perfor-
mance of the extraction model, and that the varia-
tion using noun-phrases outperforms the two varia-
tions using n-grams.

3 METHODOLOGY

The present research is characterized, from the point
of view of its nature, as applied research; from the
point of view of the way of approaching the problem,
as qualitative research; from the point of view of the
objectives, as exploratory research and; from the point
of view of the technical procedures, as a case study
considering that, for exemplification, the search for
jurisprudence in processes of economic defense in the
pharmaceutical sector will be presented (Gil, 1989).
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The objective of the case study is to verify the
existence of antitrust practices in the elicited domain
and its relation to the activities performed by a Brazil-
ian federal public administration, focused on the in-
vestigation, judgment, and analysis of such practices.

To this end, a methodological path was established
based on three stages:

i. Building the corpus;

ii. Running the NLP pipeline;

iii. Consultation of the results in the Jurisprudence
Search System (BJ System).

Figure 1 illustrates the architecture of the system.

Figure 1: Jurisprudence search system architecture.

A description of these steps are presented in the
following subsections.

3.1 Construction of the Documentary
Corpus

This step foresees the identification and organization
of relevant documents for the construction of a cor-
pus to be submitted to NLP and ML methods to meet
the objectives of the case study. Relevant documents
are those produced and maintained by the Brazilian
federal public administration agency to register deci-
sions, technical notes, opinions, and others related to
the institution’s performance in the prevention, judg-
ment, and analysis of antitrust practices. The docu-
ments must be available for consultation in electronic
format.

3.2 NLP Pipeline

Figure 2 contains the three steps of the NLP Pipeline:
Cleaning, pre-processing and modeling.

Figure 2: NLP Pipeline.

The cleaning step comprises the application of
techniques regarding text cleaning and normalization,

removing abbreviations and normalizing numeric for-
mats, and removing inappropriate characters originat-
ing from HTML texts.

Text pre-processing is a fundamental step for NLP,
and statistics for correct data loading are applied. This
step comprises a few steps:

• Stopwords Removal: Stopwords are words that
help to understand the meaning of a sentence but
that do not carry in themselves any significance.
Words like “a”, “que”, “em” are present in the
Portuguese stopwords lists and are removed in
preprocessing because they have a high occur-
rence and do not add to the meaning of the text.

• Stemming and Lemmatization: this techniques
are applied to normalize words by removing their
inflections(Hippisley, 2010).

• POS-Tagging: Part-of-Speech (POS) tagging is
an NLP process that categorizes words from their
grammatical class(Güngör, 2010).

• Tokenization: in the legal context, due to speci-
ficities in the text, such as abbreviations, Ro-
man numerals, and article and legislation cita-
tions, conventional tokenizers have their perfor-
mance affected. Therefore, the construction of
specific tokenizers is planned, taking into account
the characteristics of the text of the local govern-
ment’s documents.

The modeling step consists of statistical analysis
of the text and application of the text summarization,
Named Entity Recognition, and WordCloud models.
(Alshammari and Alanazi, 2020)

4 RESULTS AND DISCUSSIONS

Text summarization is a process that generates a docu-
ment summary by identifying its most important sen-
tences. It was implemented from the ensemble of a set
of summarization techniques (Luhn, 1958; Haghighi
and Vanderwende, 2009), where the output of these
models are combined with choosing the most relevant
sentences from the document. Ensemble learning, un-
like other methods, selects a set of hypotheses from
the hypothesis space, combines their predictions, and
reduces the correlation between possible errors in hy-
pothesis classification (Russell et al., 2010).

Most studies employ one of four summariza-
tion architectures: Sentence Extraction and Sum-
marization; Feature Extraction and Classification
or Classification-based Sentence Selection; Abstract
Sentence Compression and Compression; and Lan-
guage Modeling (Rezazadegan et al., 2022).
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Named Entity Recognition is an NLP task that
identifies and categorizes real-world entities present
in (Grishman and Sundheim, 1995) texts. The names
of people, organization names, places, citations to
laws, and other documents are identified. A corpus
was built for training, and a Deep Learning model
specific to the documents of the municipality was
trained.

Word Cloud is a visual representation of text,
where keywords are highlighted from their frequency
in the corpus. This visualization is implemented in
the system for each document only, but for the context
of this paper, visualization across multiple documents
was implemented using Word Cloud (Mueller et al.,
2018) software.

Statistical methods are widely applied in NLP. In
the specific case of BJ, the feature extraction step for
building summarization are used calculation of Distri-
butions (relative and absolute frequency together with
IDF) (Navigli, 2009), cutting processes in FreqDistrib
using elbow techniques (Shi et al., 2021) and TF Pri-
oritization techniques (pre-calculations of IDF marks)
(Rahmah et al., 2019).

To conduct this case study, two versions of the Ju-
risprudence Search (BJ) System were used to achieve
specific results, being:

Version 1.0 (production environment):

• Construction of the documentary corpus of ju-
risprudence;

• Retrieval of the corpus necessary for the intended
scope of this research.

Version 1.2 (development environment):

• Pipeline execution.

The results obtained in each step of the proposed
methodology is shown in the following subsections.

4.1 Construction of the Documentary
Corpus

The corpus was built using BJ v1 (Dias Canedo
et al., 2021), which can provide advanced search fil-
ters, with the option of conditionals, search with spe-
cific characters/terms, by proximity or Boolean op-
erators, search by relevance, phonetic search with
spell checker and autosuggestion. As a search result,
the system presents resources for word highlighting,
paging and sorting, controlled vocabulary synonyms,
term-stopwords definition, and document standard-
ization. In addition, the system allows the indexing
of various file extensions, such as PDF with OCR.

For the case study, we established a cutout around
the pharmaceutical industry. The keywords “medica-

ments”, “pharmaceutical”, “medicines”, and the logi-
cal operators available in the system were used in the
BJ system search in the filter resource. The addition
of the term “drugs” was evaluated in the search, but
since there was no relevant impact on the search re-
sults since the results referred to the context of illicit
drugs, the term was discarded.

The system finds documents related to veterinary
medicines from the search with the chosen key-
words. To adjust for these cases, the logical operator
“NOT” was used to exclude the words “animal”
and “veterinarians” from the search, resulting in
the search (pharmaceutical* OR medicine*
OR medicament*) NOT (veterinarian* OR
animal*).

For a demonstration of the pipeline results, the
document number SEI 1090146 was taken as a base,
where the results of the Summarization, and NER
models are available in the development environment,
Figures 3 and 4 respectively.

4.2 Running the NLP Pipeline and
Querying the Results in the BJ
System

Following all the steps described in the 3.2 section of
the methodology, the pipeline running process occurs
transparently within the BJ System. The results are
stored in databases and made available for query by
the BJ system through an API.

4.2.1 Results after Data Cleaning

For the data cleaning step provided in the pipeline, the
BJ System removes stopwords and punctuation.

The BJ system also implements in the cleaning
step the removal of abbreviations by replacing them
with their corresponding fully spelled ones.

The removal of plurals is implemented in a spe-
cific way in the BJ system for handling exceptions not
handled by commonly adopted Python libraries.

4.2.2 Results after Pre-Processing

For the pre-processing step, foreseen in the pipeline,
the BJ System implements the lemmatization process
in a step called “morphosyntactic tagging.”

Another implementation, also performed in this
step, refers to the segmentation of representative sen-
tences of the semantic set to define propositions.

4.2.3 Results after Modeling

The query about the pipeline results started on
06/01/2022 and returned 535 documents from the
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jurisprudence of the Federal Government’s Depart-
ments. Of these, 276 were issued in the last five years.

The result as follows: 62 documents expedited in
the year 2018, 61 documents expedited in the year
2019, 80 documents expedited in the year 2020, 67
documents expedited in the year 2021, and 6 docu-
ments expedited in the year 2022.

The organizes and distribution of process cate-
gories as three are characterized as merger review-
ers, 70 are characterized as ordinary mergers, 140 are
characterized as summary mergers, one is character-
ized as consultation, 21 are characterized as admin-
istrative inquiries, six are characterized as prepara-
tory proceedings, 32 are characterized as administra-
tive proceedings, two are characterized as voluntary
appeals, and one is characterized as cease-and-desist
application.

The results related to summarization are customiz-
able according to the number of sentences or percent-
age of the text informed by the system user. This pa-
rameter is sent to the API, which selects the most rel-
evant fragments from the quantity informed. Figure
3 illustrates the results of selecting the most relevant
sentences.

Figure 3: Summarization output from the BJ System.

Figure 4 contains the results related to Named En-
tity Recognition (NER), where the entities recognized
in the texts are highlighted in different colors, us-
ing: red for locations, green for organizations, gray
for values, and yellow for jurisprudence regulation
documents. The entities identified are stored in the
database by the model during the execution of the
pipeline. At the moment of the user’s request in the
BJ system, they are retrieved and presented visually
on the screen.

In the context of economic defense, NER is a
tool with great potential since it is relevant to the re-
covery of entities and the discovery of knowledge,
emphasizing organizations mentioned in legal doc-
uments. Despite the great value in information re-
trieval provided by NER, the names of organizations

Figure 4: Named Entities recognized by the BJ System.

by themselves need to add more value to the legal con-
text. Therefore, by integrating the retrieval of entity
names with the knowledge discovery made possible
by the APIs of knowledge bases such as WikiData
and the Agency’s database, it is possible to extract,
besides the names of the entities, information such as
The Brazil National Registry of Legal entities Num-
ber (CNPJ), Corporate Name, Organizational Struc-
ture, the National Classification of Economic Activ-
ities (CNAE), among other types of data relevant to
Agency’s target audience.

Figure 5: Word Cloud generated by the system.

Figure 5 shows that besides the keywords refer-
ring to the business areas of the Brazilian federal pub-
lic administration agency, there were also found those
that refer to the cut proposed in this article, highlight-
ing: health insurance, hospital, medicine, medicine
distribution, patent.

5 FINAL REMARKS

The objective of this paper was to verify the exis-
tence of antitrust practices in the pharmaceutical field
and their relation with the activities performed by the
Brazilian federal public administration agency. Us-
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ing the conception and execution of a mixed method-
ology, encompassing NLP techniques and contempo-
rary machine learning models, articulated in a techno-
logical architecture to support a jurisprudence search
system under development (Dias Canedo et al., 2021).

Section 2 presents background on NLP, covering
the classical, empirical, and statistical approaches,
methods, and techniques found in the literature, ac-
companied by practical examples of its application
in related research identified in the last five years.
Section 3 presented the three-stage methodology de-
signed for the research, covering the construction
of the document corpus, the execution of the NLP
pipeline, and the query of results in the BJ system.
Section 4 presents the results obtained during the ex-
ecution of the methodology and preliminary discus-
sions about them.

In compliance with the objective of the case study,
it was possible to identify the performance of the
agency around the domain elicited, as well as indi-
cations of the existence of antitrust practices, since
the 276 documents retrieved from the BJ system re-
late directly to routine processes executed by the
agency, either in the sense of investigation, trial or
analysis of the business practices. Details about
this processes known to merger review, ordinary
merger, summary merger, consultation, administra-
tive inquiry, preparatory proceeding, administrative
proceeding, voluntary appeals and cease-and-desist
application could be found at (BRASIL, Ministério
da Justiça e Segurança Pública. Conselho Admin-
istrativo de Defesa Econômica, 2021; CADE, 2021;
Brasil, 2011) .

Given the exploratory nature of the research de-
scribed in this paper, the content analysis of the re-
covered documents is the object of a future publica-
tion. Using it for a better understanding of the flow of
processes in progress in the agency and the relation-
ship that the documents establish between themselves
since they can characterize progressive outputs of the
processes and sub-processes performed by the orga-
nization.

One of the differentials of this project rests on the
construction of a domain ontology to support the dis-
ambiguation of terms and consequently to optimize
ML processing in the BJ System.
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Güngör, T. (2010). Part-of-speech tagging. In Handbook of
Natural Language Processing, Second Edition, pages
205–236. CRC Press - Taylor and Francis Group, New
York, NY, USA.

Haghighi, A. and Vanderwende, L. (2009). Exploring
content models for multi-document summarization.
In Proceedings of Human Language Technologies:
The 2009 Annual Conference of the North American

ICEIS 2023 - 25th International Conference on Enterprise Information Systems

636



Chapter of the Association for Computational Lin-
guistics, pages 362–370, Boulder, Colorado. Associ-
ation for Computational Linguistics.
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