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Abstract: Thanks to the advancement of information technology and the wide adoption of smartphone-based apps, an
enormous amount of medical information is being produced worldwide. However, most of the medical records
are yet to be standardized. Small clinics in developing countries generate only handwritten medical documents.
Our past medical history is not digitized. Machine learning approaches applied to predict disease are quite
common. But it will need sufficient past medical records to analyze. However, we do not have past medical
records in digital form. This research aims to generate standard Electronic Health Records (EHRs) from
paper-based documents. The major research tasks will be to investigate (1) the commonalities and differences
of current unstructured paper-based medical documents, (2) the best technology to convert the paper-based
documents into unstructured data, and (3) Extracting structured data from the unstructured data, (4) Integrating
the structured into EHR databse using FHIR-based or OpenEHR Type System. This will produce standard
medical history. Once medical histories are available in a standard format, it will be possible to predict
personalized health status more accurately.

1 INTRODUCTION

In developing countries, access to healthcare can be
limited due to a lack of infrastructure, resources, and
trained medical professionals. Portable Health Clinic
(PHC) has been proposed as a solution to this prob-
lem, as it is designed to be easily transported to re-
mote and under-served areas. (Ahmed et al., 2014).
In the field of healthcare, the use of paper-based
documents is still prevalent despite the increasing
adoption of Electronic Health Records (EHRs) and
Electronic Medical Records (EMRs)(Rigatti, 2017).
While many healthcare organizations have imple-
mented EMRs and EHRs, some still rely on paper-
based systems, particularly in smaller clinics and ru-
ral areas (Tolera et al., 2022). However, paper docu-
ments can be difficult to manage and access, leading
to inefficiencies in patient care and increased risk of
errors. Additionally, older adults often have multi-
ple chronic conditions and take multiple medications,
which means they have a lot of medical information

a https://orcid.org/0000-0002-7716-7007
b https://orcid.org/0000-0002-3593-0860
c https://orcid.org/0000-0002-8125-471X

to keep track of. This can be difficult for them to re-
member. One solution to these problems is the use
of document scanning technology to digitize paper-
based medical documents and integrate them into
EHRs using FHIR(Fast Healthcare Interoperability)
or OpenEHR(Open Electronic Health Record). FHIR
and OpenEHR are both standards for electronic health
records that aim to improve interoperability and data
sharing between EHR systems, but they differ in their
approach, focus, and adoption(Saripalle et al., 2019).
This process allows for the conversion of physical
documents into digital formats, which can then be
easily stored, shared, and accessed by healthcare pro-
fessionals. This paper will investigate the technical
aspects of scanning paper-based medical documents
and integrating them into EHRs in a standard format.
It will also outline a system architecture with the goal
of providing systems such as PHC and SHGC (Smart
Health Gantt Chart) that our lab is developing (Hos-
sain et al., 2022) with the appropriate data collection
mechanism from paper-based documents in order to
predict patient’s health status more accurately.
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Figure 1: Research Questions.

Figure 2: Data Collection Mechanism for the Smart Health Gantt Chart (Hossain et al., 2022).

2 NEED FOR DIGITIZATION
AND STANDARDIZATION OF
MEDICAL HISTORY

• Digitization: Digitization of medical history can
improve the efficiency and accessibility of health-
care. EMRs can be easily shared between health-
care providers, reducing the need for patients to
repeat medical tests and information. This can
also reduce errors and improve continuity of care.
EMRs can also be accessed remotely, which can
be especially beneficial in rural or underserved
areas. Additionally, digitized medical records
can be analyzed to improve population health
and research(Kaneko et al., 2018). Most medical
records are not digitized. Without digitized medi-
cal records, it is difficult for researchers to predict
future health events.

• Standardization: Different systems and devices
can communicate and share information with ease

thanks to standardization. This can reduce the risk
of errors and improve the continuity of care.

Currently, many hospitals are generating digitized
medical records but they are not shared with indi-
vidual patients. Personal healthcare management re-
quires healthcare records to be managed by individu-
als. This research will enable patients to manage and
control their health records. By enabling better data
management, data sharing, and regulatory compli-
ance, digitizing medical records can raise care qual-
ity, increase patient engagement, and reduce costs.
This research aims to generate standard EHRs from
scanned paper-based documents.

3 RESEARCH MOTIVATION AND
OBJECTIVES

To increase the effectiveness and precision of EHR
systems, this research is going to study and pro-
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Figure 3: Proposed System Architecture.

pose a machine learning approach to extract medi-
cal data from scanned documents and standardize it
using FHIR/OpenEHR. By using machine learning
techniques to extract this data and standardize it us-
ing FHIR/OpenEHR, healthcare providers can more
easily access and use this information to make clini-
cal decisions and improve patient care.

3.1 Research Questions

Figure 1 illustrates the research questions that this re-
search will seek to answer in further studies in the
future.

1. RQ1: How to accurately convert Analog and
Unstructured medical data into machine-readable
text?

2. RQ2: How to accurately extract structured data
from unstructured and then standardize it?

3. RQ3: How to accurately integrate the data into a
visualization system?

3.2 Research Objectives

The objective of this research is to develop and eval-
uate a machine learning-based system for extracting
medical data from scanned documents and standard-
izing it using FHIR/OpenEHR.

1. To investigate the current state of medical history
digitization and standardization practices.

2. Develop a comprehensive framework for digitiz-
ing and standardizing medical histories that can
be implemented in a variety of healthcare settings.

3. To evaluate the effectiveness of digitization and
standardization of medical history in improving
the performance of digital healthcare systems.

4. To identify the best practices for digitizing and
standardizing medical history and how they can
be implemented in digital healthcare systems.

5. To investigate the role of FHIR and OpenEHR in
enabling the sharing and interoperability of medi-
cal history across different digital healthcare sys-
tems.

As shown in Figure 2, There will be 3 data collection
mechanisms for the Smart Health Gantt Chart.

• Paper-based medical documents: They contain in-
formation about a patient’s medical history, cur-
rent conditions, treatments, and test results. The
purpose of this research is to study the commonal-
ities and differences of current paper-based medi-
cal documents and propose a system for digitizing
and storing them in a standardised way, so they
can be used for the benefit of patients, doctors,
and researchers.

• Digital Documents: Medical history can be col-
lected as digital data from a variety of sources,
including EHRs, EMRs, and Internet of Things
(IoT) devices. EHRs and EMRs typically include
information such as patient demographics, med-
ical history, lab results, medications, and visit
notes. EHRs are primarily used by hospitals and
large healthcare systems, while EMRs are used by
individual providers, such as doctors and clinics.
IoT devices, such as wearable fitness trackers and
smartwatches, can also collect and transmit med-
ical data, such as heart rate, sleep patterns, and
activity levels. This data can be integrated with
EHRs and EMRs to provide a more complete pic-
ture of a patient’s health (Kodali et al., 2015).

• Patient Memory: This can be a limitation in the
collection of accurate and complete medical his-
tory when relying on digital data. Patients may
not remember all of the relevant information about
their medical history, such as past illnesses, surg-
eries, and medications (Kessels, 2003). Overall,
while digitization of medical history can improve
the efficiency and accessibility of healthcare, it
is important to also consider patient memory and
other limitations in the collection of accurate and
complete medical history. All medical histories of
a patient may not be in paper nor in digital doc-
uments, especially in developing countries, and
studies have shown that age can affect memory
(Rhodes et al., 2019).

Figure 3 demonstrates the architecture of the ap-
proach that will be studied further in the future. This
architecture can be divided into 5 main components:
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1. Analog data: Three different types of data can be
identified (ACCERN, 2022).

• Structured Data: Data that has been organized
in a specific format, such as a database table
or an Excel spreadsheet. This form of data has
a predetermined structure, making it simple to
search, sort, and analyze.

• Unstructured data: Data that does not have a
specific format or structure such as text docu-
ments, images, videos, and audio recordings.
This type of data is more difficult to analyze
and process because it lacks a clear structure.
Our research will be conducted on this type of
data, especially on medical scanned documents
that contain text such as medical notes, reports,
and measurements that can be used to assess a
person’s health. Moreover, computer-generated
text will be our interest. The theories and tools
for data extraction from this type of data will be
investigated.

• Semi-structured data: Type of data that has
some structure, but not as much as structured
data such as XML and JSON files. This type of
data is easier to process than unstructured data,
but not as easy as structured data.

2. Digital Transformation and Data Extraction: The
significance of turning scanned documents into
usable data has increased dramatically as society
is trying to move away from paper and handwrit-
ing in favor of digital documents for convenience.
To suggest a well-designed tool to perform, text
tool conversion from scanned documents, and
data formatting, this study will assess the cur-
rent state of each of these processes. A pipeline
of techniques used to process the scanned med-
ical documents will be proposed. This pipeline
will include OCR approach to convert the scanned
images to machine-readable text followed by an
NLP concept such as NER, Text-classification
(Mirończuk and Protasiewicz, 2018), and/or in-
formation extraction using pre-trained language
models such as BioBERT (Lee et al., 2019), Clini-
calBERT (Pawar et al., 2022), MedBERT (Rasmy
et al., 2021), etc. This step will produce structured
data.

3. Standardization: The ability for the medical his-
tory documents to be stored in a standard for-
mat will enable them to be shared between EHRs
and EMRs more easily. Thus, this research will
standardize the medical history collected from the
medical scanned documents based on FHIR or
OpenEHR. This step will make the structured data
mapped to FHIR or OpenEHR resources.

4. EHR(Electronic health Records): The EHR sys-
tem will be built based on the FHIR/OpenEHR
standards. The performance of the proposed ar-
chitecture will be evaluated, and different ma-
chine learning techniques will tested in order to
choose the best performing one. This may involve
using metrics such as accuracy, recall, precision
and F1-score to evaluate the performance of the
system, and testing different machine learning al-
gorithms such as Support Vector Machine (Pisner
and Schnyer, 2020), Logistic Regression (LaVal-
ley, 2008), Random Forest (Rigatti, 2017) , Neural
Networks (Bishop, 1994) etc. Additionally, The
proposed architecture will be evaluated using real-
world datasets and different scenarios, which will
help to identify any potential limitations and areas
for improvement.

4 EXISTING RESEARCH AND
THEIR LIMITATIONS

Data extraction from scanned medical documents has
attracted a lot research interest. The goal of this re-
search is to develop automated methods for extract-
ing structured data from unstructured one in scanned
documents and standardizing it which will allow the
data to be more accessible and to be used for research
and healthcare operations. Some common techniques
which are being used include, but not exclusive to:

• Optical character recognition (OCR) to convert
scanned images of text into machine-readable text
(Mithe et al., 2013)

• Natural language processing (NLP) (Chowdhary,
2020) tasks such as Named Entity Recogni-
tion(NER) (Mohit, 2014) to extract structured
data from the text. For instance, patient’s demo-
graphics, medical history, and test results.

• Machine Learning(ML) traditional algorithms to
train models to automatically identify and extract
specific information from the documents, such as
diagnoses, medications, and lab results.

• BERT(Bidirectional Encoder Representation
from Transformers) (Rogers et al., 2020) mod-
els which are pre-trained models that can be
fine-tuned for a wide range of natural language
processing tasks, including NER and can be
used for extracting structured information from
scanned medical documents.

When it comes to extracting structured data from un-
structured data, researchers have been using:
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Figure 4: Smart Health Gantt Chart.

• Rule-based methods: Simple yet powerful tech-
niques such as Regular Expressions to extract
structured data from scanned medical documents
(Aggarwal et al., 2018). However, Regular ex-
pressions have some limitations:

– Variability in formatting: Medical documents
can vary widely in terms of formatting and
structure, making it difficult to create a single
regular expression that can match all relevant
information.

– Regular expressions can be difficult to maintain
and update, especially for complex patterns.

• Combination of different and complex techniques
techniques such OCR, NLP, ML, and BERT mod-
els. (Hsu et al., 2022). This combination is
quite effective in extracting structured data from
unstructured data in scanned documents, as each
technology has its own strengths. However, it’s
important to note that the performance of these
technologies will depend on the quality of the data
and models which are used. So, it’s important to
conduct thorough testing and evaluation on a rep-
resentative dataset to measure the performance of
the combination of these technologies before de-
ploying it in a real-world scenario. Moreover, us-
ing all of these technologies can be computation-
ally intensive, which can require a large amount
of computational resources such as memory, CPU
and GPU.

5 APPLICATIONS

There can be a number of potential applications for
exploiting the medical data once it has been extracted
and standardized. Some examples include:

• Smart Health Gantt Chart: Figure 4 represents the
concept of this Gantt Chart. Basically, the doc-
tor will be able to see all of the patient’s medi-
cal history into one window (Hossain and Ahmed,
2021).

• Predictive modeling: Predictive models can be
created using the extracted data to help identify
patients who are at risk of developing specific
health issues, such as chronic diseases.

6 DISCUSSION

Data collection from scanned documents is a crucial
stage in this process, but it can be difficult due to the
variety of formats and layouts that may be encoun-
tered. The studies are limited in application to a spe-
cific clinical domain. To the best of our knowledge, a
generic integration approach for extracting structured
data from scanned documents, modeling EHR data
with the FHIR/OpenEHR data model has not yet been
well studied. For the sake of its effectiveness, an ar-
chitecture that is based on several steps and combine
various techniques such as ML, NLP, OCR, etc was

ICT4AWE 2023 - 9th International Conference on Information and Communication Technologies for Ageing Well and e-Health

234



proposed, and it will be further investigated through
academic research in the future. This architecture will
enable medical data to be extracted from scanned doc-
uments, standardized using FHIR/OpenEHR and then
stored in EHRs.

7 CONCLUSION

In recent years, there has been an increasing interest
in using the quantity of data found in scanned medical
documents. Healthcare delivery could be revolution-
ized by using scanned medical documents to predict
patient outcomes and utilizing them in this way has
the potential to improve patient outcomes, save doc-
tors’ times, and save costs for the healthcare systems.
Extracting structured data from scanned documents
using technologies such as OCR and NLP, and ML
models to extract useful information standardizing it
in a common format like FHIR or OpenEHR, and us-
ing methods like ML and BERT models to generate
predictions is a relatively new field. As healthcare or-
ganizations look for ways to use the enormous quan-
tity of data included in scanned medical documents to
enhance patient outcomes and reduce costs, this ap-
proach has gained increasing attention in recent years.
However, it is important to note that the process for
collecting, standardizing, and analyzing the data can
be challenging, time-consuming, and expensive. Nev-
ertheless, the advantages of using scanned documents
in this way make it a worthwhile endeavor for health-
care researchers.
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