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Abstract: This paper presents a stochastic model for Dynamic Power Management (DPM) that consists in dynamically
switching-on/off servers in the data center to ensure a reasonable energy consumption with a good Quality of
Services (QoS). In this work, arrival jobs are specified with histograms which are discrete identically indepen-
dently distributions obtained from real traces, empirical data, or incoming traffic measurements. We model
a data center by a queue, then we formulate the optimization problem by a discrete time Markov Decision
Process (MDP) to find the optimal policy. We prove also some structural properties of the optimal policy.
Our approach was applied and tested for several data center parameters with arrivals modeled by histograms
obtained from real Google traffic traces.

1 INTRODUCTION

The recent expansion of Clouds and Data Centers
is causing energetic problems and digital pollution
issues. More than 1.3% of the global energy con-
sumption is due to the electricity used by data cen-
ters. Additionally, one data center server can produce
more than 10 kg of CO2 per day, rates that are in-
creasing, revealed by surveys conducted in (Koomey,
2011), saying a lot about the increasing evolution of
data centers. Data centers are designed to support
the expected peak traffic load, however the global
load is about 60% of the peak load (Benson et al.,
2010). In fact, an important number of servers are
not under load and still consume about 65%-70% of
the maximal energy consumption (Greenberg et al.,
2009). Studies like (Lee and Zomaya, 2012) show
that much of the energy consumed in the data center
is mainly due to the electricity used to run the servers
and to cool them (70% of total cost of the data cen-
ter). Thus, the main factor of this energy consumption
is related to the number of operational servers. Many
efforts have focused on servers and their cooling.
Works have been done to build better components and
low-energy-consumption processors (Grunwald et al.,
2000), more efficient energy network (Benson et al.,
2010), more efficient cooling systems (Patel et al.,
2003), and optimized kernels (Jin et al., 2012). That
being said, another complementary saving energy ap-
proach is to consider a power management strategy
to manage the switching-on/off of servers in a data

center to ensure both a good performance of services
offered by these data centers and reasonable energy
consumption. Two requirements are in conflict: (i) In-
creasing the Quality of the Service (QoS). (ii) Saving
energy. For the first requirement we need to turn-on a
large number of servers which consume more energy
and leads to less waiting time and decreases the rate
of losing jobs but requires a high energy consump-
tion. For the second requirement we need to turn-on
a small number of servers which leads to less energy
consumption, but causes more waiting time and in-
creases the rate of losing jobs. Thus, the goal is to de-
sign better power management algorithms which take
into account these two constraints to minimize wait-
ing time, loss rate and energy consumption.

In a data center every job may generates a profit,
and the average profit per job can be computed as
a ratio of the total profit over the number of served
jobs. For instance, 106 requests (page views) may
bring $1000 of revenue. Thus, it can be said that each
job brings $10−3 on average. Work in (Dyachuk and
Mazzucco, 2010) suggests that each successfully pro-
cessed job generates a profit around 6.2× $10−6. In
this case, a lost job costs 6.2×$10−6. Otherwise, ac-
cording to research published by Dell and Principled
Technologies, a single server consumes around some-
thing between 384 and 455 Watts. Other works evalu-
ate that the power consumption of each server ranges
between 238 and 376 Watts (Mazzucco et al., 2010).
Rajesh et al. (Rajesh et al., 2008) estimate the cost
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of one kWh of energy to $0.0897. These values may
vary depending on where the data center is located
and how electricity is generated. Using that baseline
a one server costs around $300 per year to run.

In order to save energy, the strategy presented by
Mazzucco et al in (Mazzucco and Dyachuk, 2012) is
a dynamic allocation policy that checks the system
periodically, collects statistics, estimates arrival rate
and average service time, and finally allocates a mini-
mal number of servers which should meet the QoS re-
quirements. Numerical experiments and simulations
based on Wikipedia traces (November 2009) show a
significant improvement of energy saving.

Works as in (Mitrani, 2013) present a theoreti-
cal queuing model to evaluate the trade-off between
waiting time and energy consumption if only a sub-
set of servers is active all the time and the remaining
servers (reserve-servers) are enabled when the num-
ber of jobs in the system increases and exceeds some
threshold Up. The reserve-servers will be turned-off
again if the number of jobs decreases and becomes
less than another threshold Down. Jobs arrive accord-
ing to an identically independently distributed (i.i.d)
Poisson process then served according to an exponen-
tially distributed service time. Analytic equation and
experimental simulation results show that energy con-
sumption is significantly reduced (from 20% to 40%)
while still having an acceptable waiting time.

In (Bayati et al., 2016) we present, with other co-
authors, a tool to study the trade-off between energy
consumption and performance evaluation. The tool
is based on threshold policy. It is numerical rather
than analytical or simulation. Some measurements
of real traffic are used to model the job arrivals in a
more accurate manner. The arrival process is assumed
to be stationary for short periods of time and change
between periods. This allowed us to model for in-
stance hourly variations of the job arrivals. The tool
uses real traffic traces to produce a discrete distribu-
tion that models arrival jobs. Threshold policy checks
every slot the number of waiting jobs in the buffer,
then turn-on more additional servers if this number
exceeds threshold U , and turn off some server if it’s
less then threshold D. The tool analyzes all possible
couples (U,D) then returns the best couple that min-
imize a cost function combining performance mea-
sures and energy consumption.

All previous works and others (Gebrehiwot et al.,
2016) consider models under specific management
mechanisms, that leads to suboptimal strategies. In
(Maccio and Down, 2015), MDP based models were
considered in order to device optimal strategies.

More recent works can be found in (Khan, 2022;
Rteil et al., 2022; Peng et al., 2022; An and Ma,

2022).
Markov Decision Process (MDP) is a formalism

allowing to model a decision-making system. Ba-
sically it is a Markov chain augmented by a set of
decision-making actions. Applying an action moves
the system from a state to another state and gives rise
to some cost. Thus, the probability that the system
moves into its new state is influenced by the chosen
action. In the context of Dynamic Power Manage-
ment, the cost of the consumed energy depends on the
number of operational servers and the QoS cost de-
pends on the number of waiting and/or rejected jobs.
Additionally, from every state of the system we have
to consider all the following actions: {turn off all
servers, turn on only 1 server, turn on only 2 servers,
... , turn on all servers}. The optimal strategy consists
in finding the best sequence of actions to minimize the
total cost accumulated during a finite period of time,
or to minimize the expected cost for an infinite period
of time.

MDP models can be considered in continuous
or discrete time context. In the case of discrete
time MDP the value iteration algorithm that im-
plements the Bellman’s backup equations (Bellman,
1957) computes the optimal policy. However, con-
tinuous time MDP are considered when the arrival
jobs are modeled by a continuous time distribution
obtained by fitting the empirical data or by asserting
some assumptions that leads usually to a Poisson dis-
tribution (Maccio and Down, 2015).

One of the main uses of Markov decision process
methods is to establish the existence of optimal poli-
cies with simple structure. The importance of found-
ing structured policy among optimal strategies lies in
its advantage in making decisions, in its implementa-
tion facility, and in its efficient computation. When
the optimal policy has a simple form, specialized al-
gorithms can be device to search only among policies
that have the same form as the optimal policy. This
avoids the need for using iteration algorithm. Works
as in (Topkis, 1978; Lu and Serfozo, 1984; Serfozo,
1979; Hipp and Holzbaur, 1988; Plum, 1991) inves-
tigate the structure of optimal policy in the context
of Markovian control process and give conditions to
check properties like hysteresis, monotony, or isotony
of the policy.

In our work, real incoming traffic traces are sam-
pled then used directly to build an empirical discrete
distribution called histogram that may model the job
arrivals in a more accurate way. In fact, we can ac-
commodate less regular processes than the Poisson
process considered in several works like in (Mitrani,
2013; Schwartz et al., 2012). Thus, the Markovian
assumptions (Poisson arrivals, exponential services)
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and the infinite buffer capacity are not required for
our approach analysis and its optimization procedure.
We already used histograms in (Bayati, 2016; Bayati
et al., 2016), and similar works as in (Tancrez et al.,
2009) used them for network traffic.

The target of our approach is request based ser-
vices data center. A data center is modeled by a dis-
crete time queue with a finite buffer capacity where
we set the length of the time slot to the length of
the sampling time used to sample the traffic traces
to obtain the histogram. We formulated the problem
of energy-QoS optimization by a discrete time MDP
without passing by uniformization process. Then we
study the energy consumption and its evolution over a
finite (hour, day, month) or infinite period of time. As
value iteration algorithm is an efficient dynamic pro-
gramming implementation for solving an MDP model
(for both finite and infinite horizon), we used it to
compute the optimal control policy of our MDP. We
assume identical servers, identical job duration, job
duration largely higher than time to switch on a server,
and servers switch-on immediately which is particu-
larly a strong assumption.

The rest of this paper is organized as follows. Sec-
tion 2 models the system by simple queue. Then,
Section 3 formulates the optimization problem as dis-
crete time MDP. After that, in Section 4 we prove
some structural properties related to the optimal pol-
icy. Finally, Section 5 analyzes systems with arrivals
modeled by discrete distribution obtained from real
Google traffic traces (Wilkes, 2011).

2 QUEUE MODEL

Here we deal with discrete time model. Let DC be a
data center composed of max identical servers work-
ing under the FIFO1 discipline. DC receives jobs re-
questing the offered service. The maximal number of
jobs that can be served by one server in one slot is
assumed to be constant and denoted by d. Thus, the
queuing model is a batch arrival queue with constant
services and finite capacity buffer b (buffer size). In
practice, data centres handle jobs of varying service
tiers, each with its own revenue model. In this work
we assume that the data centre handles only one tier of
jobs. We model arrival jobs by finite structure called
histogram which is based on discrete distribution.

Definition 1 (histogram). Let A be a discrete ran-
dom variables taking values in N. The couple HA =
(SA,PA) denotes the histogram of A where PA : N→
[0,1] is the probability mass function of A and SA =

1First In First Out.

S

S

S

S

d×mi: job arrivals
b: Buffer size

n: Waiting jobs

m: Number of operational servers
d: Number of jobs served by a server per slot

Figure 1: Illustration of the queuing model.

{i ∈N : PA(i)> 0} is the support of PA.
Thus, the number of jobs arriving to the data cen-

ter during a slot is modeled by a histogram HA where
PA(i) gives the probability to have i arrival jobs per
a slot. Note that in this paper, arrival jobs are as-
sumed independent, and their distribution PA is ob-
tained from real traces, empirical data, or incoming
traffic measurements.
Example 1. Assume that, per slot, we have a prob-
ability of 0.59 to receive one arrival job, and 0.41 to
receive no arrival jobs. In this case, arrivals are mod-
eled by histogram HA = (SA,PA) where SA = {0,1},
PA(0) = 0.41, and PA(1) = 0.59.

The number of waiting jobs in the buffer is de-
noted by n. The number of operational servers is de-
noted by m. The number of rejected (lost) jobs is de-
noted by l. We assume that initially the number of op-
erational servers, the number of waiting jobs, and the
number of rejected jobs are 0. The maximal number
of servers that can be operational is max. The num-
ber of waiting jobs n can be computed by induction
where the exact sequence of events during a slot have
to be described. First, the jobs are added to the buffer
then they are executed by the servers. The admission
is performed per job according to the Tail Drop pol-
icy: a job is accepted if there is a place in the buffer,
otherwise it is rejected. The following equations give
the number of waiting jobs in the buffer and the lost
jobs. For a number of i arrival jobs, we have:{

n ← min{b,max{0,n+ i−d×m}}
l ← max{0,n+ i−d×m−b} (1)

It is assumed that the input arrivals are i.i.d. and under
these assumptions, the model of the queue is a time-
homogeneous Discrete Time Markov Chains.

The problem we have to consider is to find a trade-
off between the performance (i.e. waiting and loss
jobs) and the energy consumption (i.e. number of op-
erational servers). However, as the number of servers
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changes with time, the system becomes more com-
plex to analyze. The number of servers may vary ac-
cording to the traffic and performance indexes. More
precisely, n, l and m are considered and then some de-
cisions are taken according to a particular cost func-
tion.

The energy consumption takes into account the
number of operational servers. Each server consumes
some units of energy per slot when a server is oper-
ational and it costs an average of cM ∈ IR+ monetary
unit. A server may consume a very low amount of
energy when it is turned-off. However, during the
latency period a server may consume an additional
amount of energy that costs an average of cOn ∈ IR+

monetary unit which is the energetic cost needed to
switch-on a server. Additionally, we consider that a
server switches-on immediately. The total consumed
energy is the sum of all units of energy consumed
among a specific period. QoS takes into account the
number of waiting and lost jobs. Each waiting job
costs cN ∈ IR+ monetary unit per slot, and a rejected
job costs cL ∈ IR+ monetary unit. Notice that in prac-
tice energy costs may vary with time of day, depend-
ing on the prevailing demand from other users, how-
ever in this work we assume that there is no variation
energy costs over a day.

3 MARKOV DECISION PROCESS

In order to find the optimal strategy and then analyze
the performance and the energy consumption of the
data center under this optimal strategy, we will use
the concept of Markov Decision Process to formulate
our optimization problem. Notice that (n, l) and m are
mutually dependent. If we decrease m, we save more
energy, but both n and l increase, so we will have an
undesirable diminution of QoS and vice versa.

Let (S ,A ,P ,C ) be an MDP where S is the state
space, A is the set of actions, P is the transition prob-
ability, and C the immediate cost of each action. Let
HA = (SA,PA) be the histogram used to model the ar-
rival jobs. The state of the system is defined by the
couple (m,(n, l)) where m is the number of opera-
tional servers, n is the number of waiting jobs, and
l is the number of lost job. Indeed the state space S is
defined as:

S = {(m,(n, l)) | m ∈ [0..max], n ∈ [0..b],
l ∈ [0..max(SA)]}

(2)

At the beginning of each slot, and based on the current
state of the system, an action α j ∈ A will be made to
determine how many servers will be operational dur-
ing the current slot. In fact the action space A is de-
fined as A = {α j | 0 ≤ j ≤ max}, where action α j

consists of keeping exactly j operational servers dur-
ing the current slot. We have a probability of P α j

ss′ to
move from state s = (m,(n, l)) to s′ = ( j,(n′, l′)) un-
der action α j. This probability is defined as:

P α j
ss′ = ∑

i∈SA

PA(i) (3)

For each i ∈ SA satisfying:{
n′ = min{b,max{0,n+ i−d× j}}
l′ = max{0,n+ i−d× j−b}
Consequently moving from state s = (m,(n, l)) to

s′ = ( j,(n′, l′)) under action α j induces immediately
a cost C α j

s defined as:

C α j
s = j×cM +max{0, j−m}×cOn+n×cN + l×cL

(4)

The immediate cost C α j
s includes four parts:

1. The first part is j×cM , where cM is the cost of en-
ergy consumption of one working server per slot
and j is the number of working servers during the
current slot. This part presents the total cost of en-
ergy consumed by the operational servers during
the current slot.

2. The second part is max{0, j−m} × cOn, where
cOn is the energetic cost of switching-on one
server from stopping mode to working mode and
max{0, j−m} is the number of servers switched-
on at the beginning of the slot. This part presents
the total cost of energy used to switch-on servers
at the beginning of the current slot.

3. The third part is n× cN , where cN is the cost of
keeping one job in the buffer during the current
slot and n is the number of waiting jobs. This part
presents the total cost of maintaining waiting jobs
in the buffer during the current slot.

4. The last part is l×cL, where cL is the cost of loos-
ing one job during the current slot and l is the
number of lost jobs. This part presents the total
cost of loosing jobs during the current slot.

Notice that the number of state of the MDP is in
O(max×b×max(SA)), and the number of transition
of the MDP is in O(max2×b×|SA|×max(SA)). This
can be proved as following. Every state of the MDP
includes three element:

1. the number of operational servers which is be-
tween 0 and max,

2. the number of waiting jobs in the buffer which is
bounded by b, and

3. the number of rejected jobs which can be at most
equals to the maximum number of arrival jobs
given by max(SA).
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So, |S | is bounded by (max + 1) × (b + 1) ×
(max(SA) + 1). Additionally from each state of the
MDP we have at most (max + 1) action, and each
action leads to a number of transition equals to |SA|
(one transition for each bin in the support of the ar-
rival distribution). In fact, as the number of state is
in O(max× b×max(SA)), we deduce that the num-
ber of transition is bounded by max×b×max(SA)×
(max+ 1)×|SA|.Table 1 resumes parameters used in
our model and our MDP formulation.

Table 1: Model and MDP Parameters.

Parameters Description

h duration of analysis
max total number of servers
d processing capacity of a server
b buffer size

m number of operational servers
n number of waiting jobs
l number of rejected jobs

HA histogram of job arrivals

cOn energetic cost of switching-on 1 server
cM energetic cost of 1 working server during 1 slot
cN cost of 1 waiting job in buffer during 1 slot
cL cost of 1 lost job during 1 slot

S set of all possible states
A set of all possible actions
s = (m,(n, l)) system state
s0 = (0,(0,0)) starting state
α j action to keep exactly j operational servers

P α j
ss′ probability transition from s to s′ under action α j

C α j
s immediate cost from s under action α j

Example 2. To illustrate our formalization let’s show
an MDP for a very simple data center of one server
with a buffer size equals one. Which means that
max = 1 and b = 1. Job arrivals are modeled by his-
togram of Example 1. So, MDP= (S ,A ,P ,C ) where: S = {(0,(0,0)),(0,(1,0)),(0,(1,1)),(1,(0,0))

,(1,(1,0)),(1,(1,1))}
A = {α0,α1}

and P can be deduced from the graph of Figure 2.

4 OPTIMAL STRATEGY
STRUCTURE

As we formulate our optimization problem as an
MDP, an action consists in turning-on each unit of
time a specific number of servers and turning-off the
rest of the servers. The optimal strategy is the best se-
quence of actions to be done in order to minimize the
overall cost during a finite period of time called hori-
zon and noted h. More generally, the value function

s0
(0,(0,0))

s1
(0,(1,0))

s2
(0,(1,1))

s3
(1,(0,0))

s4
(1,(1,0))

s5
(1,(1,1))

α1α0

α1

α0

α1

α0

α1α0

α1

α0

α1

α0

.4
1

.5
9

.4
1

.59

.41

.59

.41

.5
9

.41

.59

.41

.59

1

1

.41

.59

.41

.59

.41

.5
9

.41

.59

Figure 2: MDP example. For instance, state s3 = (1,(0,0))
means that the system is running by one server, and no wait-
ing jobs are in the buffer nor lost jobs. Action α0 switches-
off the server and α1 switches-on the server.

V : S × [0..h]→ IR+ has as objective minimizing the
expected sum of costs over time:

V (s, t) = min
π

E

[
t

∑
k=0

C π(sk,k)
sk

]
(5)

The value function can be seen as a Bellman equa-
tion (Bellman, 1957; Puterman, 1994; Bertsekas,
1995):

V (s, t) = min
α j

{
C α j

s + ∑
s′∈S

P α j
ss′V (s′, t−1)

}
(6)

Where α j is the action taken by the system, and P α j
ss′

is the transition probability from state s to state s′. In
this case the optimal policy for each state s is:

π
∗(s, t) = argmin

α j∈A

{
C α j

s + ∑
s′∈S

P α j
ss′V (s′, t−1)

}
(7)

As the value iteration algorithm is an efficient dy-
namic programming, implementation for solving
Bellman equation, we used it to compute the optimal
control policy of our MDP.

As shown previously, the size of the MDP is im-
portant, and the computation of the optimal policy can
be hard even impossible for a big data center. In fact,
it is essential to analyze the structural properties of
the optimal policy to make the computation efficient.
In the following we will be interested in some prop-
erties around the optimal policy, and we show in par-
ticular that the property of the double-threshold struc-
ture does not hold for our heterogeneous data center
model.
Definition 2 ((Hipp and Holzbaur, 1988)). A pol-
icy π is called to be hysteretic if ∀t ∈ [0..h], ∃m ∈
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[0..max], ∃α j ∈ A such as π((m,(n, l)), t) = α j =⇒
π(( j,(n, l)), t) = α j.

Theorem 1. The optimal policy (7) is hysteretic.

Proof. For each slot t, let’s define function ft(m, j) :
[0..max]× [0..max]→ IR+ as the cost for switching
the number of operational servers from m to j. And
function wt(m,(n, l)) : S → IR+ presents the expected
and the possibly future cost starting with n waiting
jobs in the buffer, losing l jobs, serving with m oper-
ational servers during one slot, and then following an
optimal policy. So, the our optimal policy (7) can be
formulated as:

π
∗(s, t) = argmin

α j∈A
{ ft(m, j)+wt( j,(n, l))} (8)

Where:
wt( j,(n, l)) = j× cM +n× cN + l× cL+

∑
s′

P α j
ss′V (s′, t)

ft(m, j) = max{0, j−m}× cOn

(9)

According to Theorem 1 of (Hipp and Holzbaur,
1988), if the function ft satisfies the following con-
dition:{
∀m ∈ [0..max] : ft(m,m) = 0
∀m, p,q ∈ [0..max] : ft(m,q)≤ ft(m, p)+ ft(p,q)

(10)

then the optimal policy π∗ is a hysteretic policy. Thus,
to prove that our optimal policy is hysteretic we need
just to prove that ft satisfies conditions 10. We have
ft(m,m) = max{0,m−m}× cOn = 0 which implies
the first condition of 10, and the following resumes
all possible cases for the second condition of 10:

1. if m ≥ q we have ft(m,q) = 0 and as ft is posi-
tive then ∀p ∈ [0..max] : ft(m, p)+ ft(p,q)≥ 0 =
ft(m,q) =⇒ ft(m,q)≤ ft(m, p)+ ft(p,q).

2. if m ≤ p ≤ q we have ft(m, p)+ ft(p,q) = (p−
m) × cOn + (q − p) × cOn = (q − m) × cOn =
ft(m,q) =⇒ ft(m,q)≤ ft(m, p)+ ft(p,q).

3. if m ≤ q ≤ p we have ft(m, p)+ ft(p,q) = (p−
m)× cOn +0 = (p−m)× cOn ≥ (q−m)× cOn =
ft(m,q) =⇒ ft(m,q)≤ ft(m, p)+ ft(p,q).

4. if p ≤ m ≤ q we have ft(m, p) + ft(p,q) = 0+
(q− p)× cOn = (q− p)× cOn ≥ (q−m)× cOn =
ft(m,q) =⇒ ft(m,q)≤ ft(m, p)+ ft(p,q).

In conclusion, conditions 10 hold and our optimal pol-
icy is hysteretic.

Definition 3 ((Lu and Serfozo, 1984)). A policy π is
called to be monotone if π is hysteretic and, ∀t ∈
[0..h], ∀m ∈ [0..max], ∃ Dm,Um ∈ [−1..b + 1], and
Dm ≤Um such that for every s = (m,(n, l)) we have:
π((m,(n, l)), t) = π((max{0,m−1},(n, l)), t) if n < Dm

αm if Dm ≤ n≤Um
π((min{max,m+1},(n, l)), t) if Um < n

(11)

Theorem 2. The optimal policy (7) is not monotone.

Proof. In this proof we give a counterexample that
shows that monotony of the optimal policy (7) does
not hold in general. Let’s model the arrival by the his-
togram of Example 1. We set b = 5, max = 5, cM = 9,
cN = 8, cOn = 7, d = 1, and h = 7. In order to sim-
plify the counter example2, we set cL = 0 so we don’t
need to consider rejected job in the MDP model. Un-
der this parameters, solving the optimality equation 6
leads to the following optimal policy for t = 5:

Observed state (m,(n, l)) Action

(m = 0,(n = 0, l = 0)) → α1
(m = 0,(n = 1, l = 0)) → α2
(m = 0,(n = 2, l = 0)) → α2
(m = 0,(n = 3, l = 0)) → α3
(m = 0,(n = 4, l = 0)) → α4
(m = 0,(n = 5, l = 0)) → α5

Observed state (m,(n, l)) Action

(m = 1,(n = 0, l = 0)) → α1
(m = 1,(n = 1, l = 0)) → α1
(m = 1,(n = 2, l = 0)) → α2
(m = 1,(n = 3, l = 0)) → α2
(m = 1,(n = 4, l = 0)) → α3
(m = 1,(n = 5, l = 0)) → α4

Observed state (m,(n, l)) Action

(m = 2,(n = 0, l = 0)) → α1
(m = 2,(n = 1, l = 0)) → α1
(m = 2,(n = 2, l = 0)) → α1
(m = 2,(n = 3, l = 0)) → α2
(m = 2,(n = 4, l = 0)) → α2
(m = 2,(n = 5, l = 0)) → α3

Observed state (m,(n, l)) Action

(m = 3,(n = 0, l = 0)) → α1
(m = 3,(n = 1, l = 0)) → α1
(m = 3,(n = 2, l = 0)) → α1
(m = 3,(n = 3, l = 0)) → α1
(m = 3,(n = 4, l = 0)) → α2
(m = 3,(n = 5, l = 0)) → α3

2The counter example holds even for some positive
value of cL.
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Observed state (m,(n, l)) Action

(m = 4,(n = 0, l = 0)) → α1
(m = 4,(n = 1, l = 0)) → α1
(m = 4,(n = 2, l = 0)) → α1
(m = 4,(n = 3, l = 0)) → α1
(m = 4,(n = 4, l = 0)) → α1
(m = 4,(n = 5, l = 0)) → α2

Observed state (m,(n, l)) Action

(m = 5,(n = 0, l = 0)) → α1
(m = 5,(n = 1, l = 0)) → α1
(m = 5,(n = 2, l = 0)) → α1
(m = 5,(n = 3, l = 0)) → α1
(m = 5,(n = 4, l = 0)) → α1
(m = 5,(n = 5, l = 0)) → α1

It is clear that lower and upper thresholds of the opti-
mal policy for m = 2 should be D2 = 3 and U2 = 4. If
the policy is monotone, the following must hold:

if n < D2 =⇒ π∗((m = 2,(n, l)), t) = π∗((m =
1,(n, l)), t). Let’s check that for n = 2. We have
n < D2, if the optimal policy is monotone we have
to conclude that π∗((m = 2,(n = 2, l)), t) = π∗((m =
1,(n = 2, l)), t). Unfortunately this last equality does
not hold, because from the above tables we have
π∗((m = 2,(n = 2, l)), t) = α1 however: π∗((m =
1,(n = 2, l)), t) = α2.

Corollary 1. The optimal policy (7) is not isotone.

Proof. From Definition of isotony of (Serfozo, 1979),
monotony is a necessary condition for isotony. How-
ever form Theorems 1 and 2, we deduce that the opti-
mal policy (7) is not isotone.

5 EXPERIMENTAL RESULTS

To model arrivals, this work uses real traffic traces
based on the open clusterdata-2011-2 trace (Wilkes,
2011). We focus on the part that contains the job
events corresponding to the requests destined to a spe-
cific Google data center for the whole month of May
2011. The job events are organized as a table of eight
attributes; where column timestamps refers to the ar-
rival times of jobs expressed in µ-sec. This traffic
trace is sampled with a sampling period equal to the
slot duration. Thus, we consider frames of one minute
to sample the trace and construct one empirical distri-
bution. The obtained distributions are formed respec-
tively of a number of bins between 20 and 100. And
the average of arrival jobs is around 46 jobs per slot.
As PRISM can be used for the specification and anal-
ysis of a Markov decision process (MDP) model, in
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Figure 3: Example of arrival jobs distribution PA for two
different days.

this section we use this probabilistic model-checker
software tool to perform our experimentations. In
the following of this section we use PRISM to model
and then analyze data centers with various parame-
ters shown in Table 2. Notice that the buffer sizes are
small because to avoid a hug PRISM model.

Table 2: Settings of different data centers parameters.

Setting DC # servers Buffer # bins

First Small max = 21 b = 31 |SA|= 23
Second Medium max = 51 b = 59 |SA|= 47
Third Big max = 103 b = 111 |SA|= 98

An analysis period of a day (h = 1440 slots) is
considered. Initially, in order to have an experimen-
tation in which the importance of energy and QoS is
the same, we set the unitary costs to the same value:
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Figure 4: Value of total cost when varying buffer size b for
several values of cM , cN and cL.

cM = cN = cL. Figure 4 resumes the obtained results
for this configuration. However, we have done other
experimentations to analyze the impact of varying the
unitary costs cM , cN , and cL on the total cost. Figure 4
resume the obtained results. The first sub-figure of
Figure 4 shows the result of experiments in which we
are analyzing the total cost over one day when vary-
ing the buffer size b. The second sub-figure presents
analysis for several values of cN where keeping cM
and cL constants. The third sub-figure shows an anal-
ysis for several values of cM where keeping cN and cL
constants. The last sub-figure shows an analysis for
several values of cL where keeping cN and cM con-
stants.

Observation 1. Total cost increase when b is less
than some value. However, when b is bigger than this
value the total cost seams to be convergent.

We can explain this behavior as following: for a
small size of the buffer, the number of waiting jobs is
low. This leads to a small number of served jobs. In
fact the system switches-on a less number of servers.
So the energetic and also the waiting jobs are low.
When the buffer size is bigger, the number of wait-
ing jobs is more important. Which leads to a bigger
number of served jobs. In fact the system switches-on
more servers. So the energetic and also the waiting
jobs increase. As the arrival jobs are bounded, when
the buffer size is bigger than some value, the number
of waiting jobs and the number of served job become
stationary which leads to a stationary number of run-
ning servers and necessarily to a stationary total cost.

Observation 2. For big values of b, unitary cost for
loosing jobs cL does not affect the behavior of the sys-
tem, especially the total cost.

We can explain that by the fact that large value of b
leads to a low rejection rate. In fact the total cost will
not increase so much even if we increase cL. How-
ever, for small value of b the rejection rate is more
important and increasing cL leads to a higher overall
cost.

6 CONCLUSION

In this work we present an approach based on
discrete-time Markov Decision Process to save en-
ergy in a data center. The system is modeled by a
a queue where job arrivals are modeled by histograms
obtained from an empirical trace. The optimal control
policy is computed by value iteration algorithm. This
optimal policy is used to define the Dynamic Power
Management to insure the trade-off between perfor-
mance and energy consumption. We prove that the
optimal policy is hysteretic but neither isotone nor
monotone, consequently, the optimal policy can not
be designed as a double-threshold structure.
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