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Abstract: Recently it has been demonstrated that deductive and abductive reasoning can be performed by exploiting the linear algebraic characterization of logic programs. Those experimental results reported so far on both forms of reasoning have proved that the linear algebraic approach can reach higher scalability than symbol manipulations. The main idea behind these proposed algorithms is based on linear algebra matrix multiplication. However, it has not been discussed in detail yet how to generate the matrix representation from a logic program in an efficient way. As conversion time and resulting matrix dimension are important factors that affect algebraic methods, it is worth investigating in standardization and matrix constructing steps. With the goal to strengthen the foundation of linear algebraic computation of logic programs, in this paper, we will clarify these steps and propose an efficient algorithm with empirical verification.

1 INTRODUCTION

Recently, Logic Programming (LP), which provides languages for declarative problem solving and symbolic reasoning (Lloyd, 2012), has started gaining more attention in terms of building explainable learning models (Shakerin and Gupta, 2020; D’Asaro et al., 2020; Garcez and Lamb, 2020; Hitzler, 2022). For decades, LP representation has been considered mainly in the form of symbolic logic (Kowalski, 1979), which is useful for declarative problem-solving and symbolic reasoning. Since then, researchers have developed various dedicated solvers and efficient tools for Answer Set Programming (ASP) - LP that are based on the stable model semantics (Schaub and Woltran, 2018). On the other hand, many researchers attempt to translate logical inference into numerical computation in the context of mixed integer programming (Bell et al., 1994; Gordon et al., 2009; Hooker, 1988; Liu et al., 2012). They exploit connections between logical inference and mathematical computation that open a new way for efficient implementations.

Lately, several studies have been done on embedding logic programs to numerical spaces and exploiting algebraic characteristics (Sakama et al., 2017; Sato, 2017; Aspis et al., 2020). There are multiple reasons for considering linear algebraic computation of LP. First, linear algebra is at the heart of a myriad of applications of scientific computation, and integrating linear algebraic computation and symbolic computation is considered a challenging topic in Artificial Intelligence (AI) (Saraswat, 2016). In particular, transforming symbolic representations into vector spaces and reasoning through matrix computation are considered one of the most promising approaches in neural-symbolic integration (Garcez and Lamb, 2020). Second, linear algebraic computation has the potential to develop scalable techniques dealing with huge relational knowledge bases that have been reported in several studies (Nickel et al., 2015; Rocktäschel et al., 2014; Yang et al., 2015). Since relational KBs consist of ground atoms, the next challenge is applying linear algebraic techniques to LP and deductive Knowledge Base (KB)s. Third, it would enable us to use efficient (parallel) algorithms of numerical linear algebra for computing LP, and further simplify the core method so that one can exploit great computing resources ranging from multi-threaded CPU to GPU. The promising efficiency has been reported in GraphBLAS where various graph algorithms are redefined in the language of linear algebra (Davis, 2019).

(Sakama et al., 2017) has coined the linear characteristics of the logic program by realizing deductive reasoning using matrix multiplication. The main idea is to transform a logic program into a matrix and then perform the $T_P$-operator (van Emden and Kowalski, 1979) to calculate the matrix product. The matrix representation is effective for LP because it has been demonstrated that deductive and abductive reasoning can be performed by exploiting the linear algebraic characterization of logic programs. The main idea behind these proposed algorithms is based on linear algebra matrix multiplication. However, it has not been discussed in detail yet how to generate the matrix representation from a logic program in an efficient way. As conversion time and resulting matrix dimension are important factors that affect algebraic methods, it is worth investigating in standardization and matrix constructing steps. With the goal to strengthen the foundation of linear algebraic computation of logic programs, in this paper, we will clarify these steps and propose an efficient algorithm with empirical verification.
ski, 1976) in vector spaces by matrix multiplication (Sakama et al., 2017). Further extensions to disjunctive logic programs and normal logic programs are also discussed later in (Sakama et al., 2021). Based on these works, linear algebraic approaches have been developed for deduction (Nguyen et al., 2022) and abduction (Nguyen et al., 2021b) with great potential for scalability. Both the methods for deduction and abduction share the same way to convert a logic program into a matrix. This step is very important because it affects the execution time remarkably and also the dimension of the standardized matrix for further reasoning steps. However, the conversion step is not yet discussed in detail, therefore, in this paper, we conduct a detailed analysis of it and also propose an efficient algorithm to convert a logic program into a matrix with the goal to strengthen the foundation of linear algebraic computation of logic programs.

The rest of this paper is organized as follows: Section 2 describes the preliminaries and the definitions of program matrix for definite and normal logic programs; Section 3 analyzes the method in detail focusing on time complexity and also proposes a linear complexity algorithm to deal with converting a logic program into a matrix; Section 4 demonstrates the proposed algorithm on the graph coloring problem and verifies it has linear complexity; Section 5 discusses different matrix representation using by other linear algebraic methods in LP; Section 6 gives conclusion and discusses future work.

2 MATRIX REPRESENTATION OF LOGIC PROGRAM

The linear algebraic characteristics of LP were first analyzed by (Sakama et al., 2017; Sakama et al., 2021). We hereafter mention again the matrix representation of the logic program.

We consider a language \( \mathcal{L} \) that contains a finite set of propositional variables. A logic program \( P \) is a finite set of clauses defined over a number of alphabets and the logical connectives \( \neg, \land, \lor, \) and \( \leftarrow \). The Herbrand base \( B_P \) is the set of all propositional variables in a logic program \( P \). A rule in \( P \) can be in one of the forms (1), (2), or (3).

\[
\begin{align*}
& h \leftarrow b_1 \land b_2 \land \ldots \land b_l \quad (l \geq 0) \\
& h \leftarrow b_1 \lor b_2 \lor \ldots \lor b_l \quad (l \geq 0) \\
& h \leftarrow b_1 \land b_2 \land \ldots \land b_l \land \neg b_{l+1} \land \ldots \land \neg b_{l+k} \quad (l + k \geq 0)
\end{align*}
\]

where \( h \) and \( b_i \) are propositional variables in \( \mathcal{L} \).

For convenience, we refer to (1) as an And-rule, (2) as an Or-rule, and (2) as a normal rule.

For each rule \( r \) of the form (1) or (2) we define head \( h \) and body \( b \) as:

\[
\begin{align*}
& \text{head}(r) = h \quad \text{and} \quad \text{body}(r) = \{ b_1, \ldots, b_l \} \\
& \text{head}(r) = h \quad \text{and} \quad \text{body}(r) = \{ b_1, b_2, \ldots, b_l \} \quad \text{and} \quad \text{body}(r) = \{ \neg b_{l+1}, \neg b_{l+2}, \ldots, \neg b_{l+k} \}
\end{align*}
\]

which refers to the positive and negative occurrences of atoms in body \( r \), respectively. A rule \( r \) is a fact if body \( r \) = \emptyset. A rule \( r \) is a constraint if head \( r \) = \emptyset. A rule \( r \) is invalid if both head \( r \) and body \( r \) are \emptyset.

A definite program is a finite set of And-rules (1) or Or-rules (2). Note that an Or-rule is a shorthand of \( I \) And-rule \( h \leftarrow b_1, h \leftarrow b_2, \ldots, h \leftarrow b_l \). A definite program \( P \) is called an Simply-Defined (SD)-program if there are no two rules with the same head in it. Every definite program can be converted into an SD-program in the following manner. If there is more than one rule with the same head \( \{ h \leftarrow \text{body}(r_1), \ldots, h \leftarrow \text{body}(r_j) \} \), where \( j > 1 \) and \( \text{body}(r_1), \ldots, \text{body}(r_j) \neq \emptyset \) (or \( h \) is not a fact). One can replace them with a set of rules \( \{ h \leftarrow b_1 \lor \ldots \lor b_j, b_1 \leftarrow \text{body}(r_1), \ldots, b_j \leftarrow \text{body}(r_j) \} \) including an Or-rule and \( j \) And-rules for \( j \) newly introduced atoms \( \{ b_1, \ldots, b_j \} \). We refer to the converted SD-program of a definite program \( P \) as a standardized program \( \hat{P}_d \).

A normal program is a finite set of rules of the form (3). Note that a normal program \( P \) is a definite program if body \( r \) = \emptyset for every rule \( r \in P \). Normal logic programs can be transformed into definite programs as mentioned in (Alferes et al., 2000). Accordingly, one can obtain a definite program from a normal program \( P \) by replacing the negated literals in every rule of the form (3) and rewriting as follows:

\[
\begin{align*}
& h \leftarrow b_1 \land b_2 \land \ldots \land b_l \land \neg b_{l+1} \land \ldots \land \neg b_{l+k} \\
& (l + k \geq l \geq 0)
\end{align*}
\]

where each \( \neg b_i \) is the positive form of the negation \( \neg b_i \).

The resulting program is called the positive form of \( P \), denote as \( P^+ \). In terms of model computation, the stable models of \( P \) can be computed from the least model of \( P^+ \) and interpretation vectors as proposed in (Sakama et al., 2017; Sakama et al., 2021; Takemura and Inoue, 2022).

For convenience, we also adopt the definition of the same head logic program (SHLP) in (Gao et al., 2022) to the propositional language. In our paper, an SHLP is a normal logic program such that it has at least two rules of the same head. A normal program \( P \) may contain multiple SHLPs in it. This definition will be used in the next section for complexity analysis.

The main idea of representing a logic program using a matrix is to create a mapping from the set of all atoms to row/column indices of the matrix. It is essential for a matrix representation of a logic program
to contain exactly one row and one column for each atom in a program matrix. That is why we need to consider a program $P$ in the standardized format. One can find a bijection from its set of atoms to indices of a matrix to represent every rule of $P$ as a row in the matrix as follows:

**Definition 1. Matrix Representation of Standardized Programs:** (Sakama et al., 2021) Let $P$ be a standardized program and $B_P = \{p_1, \ldots, p_n\}$. Then $P$ is represented by a matrix $M_P \in \mathbb{R}^{n \times n}$ such that for each element $a_{ij} (1 \leq i, j \leq n)$ in $M_P$,

1. $a_{ij} = \frac{1}{q} \left( 1 \leq k \leq l; 1 \leq i, j_k \leq n \right)$ if $p_i \leftarrow p_{j_k} \land \cdots \land p_{j_l}$ is in $P$;
2. $a_{ij} = 1 \left( 1 \leq k \leq c; 1 \leq i, j_k \leq n \right)$ if $p_i \leftarrow p_{j_k} \lor \cdots \lor p_{j_c}$ is in $P$;
3. $a_{ii} = 1$ if $p_i \leftarrow$ is in $P$;
4. $a_{ij} = 0$, otherwise.

$M_P$ is called a program matrix of $P$. Let us consider a concrete example for a better understanding of Definition 1:

**Example 1.** Consider a definite program $P = \{ p \leftarrow q \land r, p \leftarrow q \land s, q \leftarrow t, q \leftarrow s \land u, r \leftarrow s, s \leftarrow \}$. $P$ is not an SD program because $q \land r \land \neg p$.

Thus, we need to transform it into a positive form as a standardized program. Suppose that the Herbrand base of $P^+$ is given by $B_{P^+} = \{ q_1, \ldots, q_n, q_{n+1}, \ldots, q_{n+k} \}$ where $p_1$ is a positive literal and $q_j (n+1 \leq j \leq n+k)$ are negative literals appearing in $P^+$. Then $P^+$ is represented by a matrix $M_{P^+} \in \mathbb{R}^{(n+k) \times (n+k)}$ such that for each element $a_{ij} (1 \leq i, j \leq n+k)$ in $P^+$:

1. $a_{ii} = 1$ for $n+1 \leq i \leq n+k$;
2. $a_{ij} = 0$ for $n+1 \leq i \leq n+k$ and $1 \leq j \leq n+k$ such that $i \neq j$;
3. Otherwise, $a_{ij} (1 \leq i \leq n; 1 \leq j \leq n+k)$ is encoded as in Definition 1.

Let us consider an example.

**Example 2.** Consider a normal program $P = \{ p \leftarrow q \land \neg r, q \leftarrow r \land \neg p, r \leftarrow p \land \neg q \}$. First, transform $P$ to $P^+$ such that $P^+ = \{ p \leftarrow q \land \neg t, q \leftarrow r \land \neg p, r \leftarrow p \land \neg q \}$. $P^+$ satisfies the SD condition, therefore, its transformed positive form as a standardized program $P^+ = P^+$. Then by applying Definition 2, one can obtain:

**Definition 2. Matrix Representation of Normal Programs:** (Sakama et al., 2021) Let $P$ be a normal program, and $P^+$ its transformed positive form as a standardized program. Suppose that the Herbrand base of $P^+$ is given by $B_{P^+} = \{ p_1, \ldots, p_n, q_{n+1}, \ldots, q_{n+k} \}$ where $p_1$ is a positive literal and $q_j (n+1 \leq j \leq n+k)$ are negative literals appearing in $P^+$. Then $P^+$ is represented by a matrix $M_{P^+} \in \mathbb{R}^{(n+k) \times (n+k)}$ such that for each element $a_{ij} (1 \leq i, j \leq n+k)$ in $P^+$:

1. $a_{ii} = 1$ for $n+1 \leq i \leq n+k$;
2. $a_{ij} = 0$ for $n+1 \leq i \leq n+k$ and $1 \leq j \leq n+k$ such that $i \neq j$;
3. Otherwise, $a_{ij} (1 \leq i \leq n; 1 \leq j \leq n+k)$ is encoded as in Definition 1.

Let us consider an example.

**Example 2.** Consider a normal program $P = \{ p \leftarrow q \land r, q \leftarrow r \land \neg p, r \leftarrow p \land \neg q \}$. First, transform $P$ to $P^+$ such that $P^+ = \{ p \leftarrow q \land \neg t, q \leftarrow r \land \neg p, r \leftarrow p \land \neg q \}$. $P^+$ satisfies the SD condition, therefore, its transformed positive form as a standardized program $P^+ = P^+$. Then by applying Definition 2, one can obtain:

$$
\begin{pmatrix}
p & q & r & s & t & u & x_1 & x_2 & x_3 \\
p & 1.00 & 1.00 & 1.00 & 1.00 & 1.00 & 0.50 & 0.50 & 0.50 \\
q & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 1.00 & 1.00 \\
r & 1.00 & 1.00 & 1.00 & 1.00 & 1.00 & 0.50 & 0.50 & 0.50 \\
s & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 \\
t & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 \\
u & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 \\
x_1 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 \\
x_2 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 \\
x_3 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 & 0.50 \\
\end{pmatrix}
$$

Note that it is not needed to introduce a new atom for the single-length body rule $q \leftarrow t$. Additionally, an introduced body can also be reused immediately without re-introducing it twice.

As mentioned, we have a way to transform normal logic programs into standardized programs, therefore representing a normal program $P$ is made easy by first transforming it into a positive form $P^+$ and then converting $P^+$ into a standardized program $\|P^+\|$.

---

1. We omit all zero elements in matrices for better readability.

3 LOGIC PROGRAM TO MATRIX CONVERSION

According to the previous section, we can have a quick summary of the logic program to matrix conversion method as described in Figure 1. In this section, we focus on the time complexity of the algebraic method. First, let us assume a logic program $P$ with $|B_P| = n$. Let $m$ be the number of rules in $P$, $I$ be the average length of rules in $P$, $k (k \leq n)$ the number of negations appearing in $P$, $g$ be the number of SHLPs in $P$, and $\bar{T}_F$ is the average number of rules in each SHLP of $P$.

**Converting to Positive Form.**

First, one has to scan the whole program to identify all negations in $P$. Thus, the complexity of this step is $O(m^2)$. Additionally, the resulting program $P^+$ of
1. Convert $P$ to a positive form $P^+$

2. Convert $P$ to a standardized program $P'$

3. Convert $P$ into a matrix $M_r$

RETURN program matrix $M_r$

Figure 1: The flow of the logic program to matrix conversion method.

this step has more atoms than $P$ has. In fact, we introduce new positive forms for all negations appearing in $P$, therefore $|B_{P^+}| = n + k$. This is also the number of atoms in the positive form program $P^+$. One can take the normal program in Example 2 to verify the calculation.

Converting to Standardized Program.

In the standardization step, we have to introduce a new $Or$-rule for each SHLP as mentioned in the previous section. In order to do that, first, we need a way to identify all SHLPs in $P$. Next, for each SHLP, we introduce a new atom for all the rule bodies with more than 1 atom in those. Then for that SHLP, we introduce a new $Or$-rule which includes all newly introduced atoms and all rule bodies of the length 1.

Because the number of rules of $P$ is $m$, which does not change through the step converting to the positive form, the maximum number of new atoms we need to introduce is $m$. The worst case happens when all rule bodies are unique with length > 1 and they all belong to one of the SHLPs.

Let $P'$ be the obtained program of $P$ after the standardization step. Accordingly, $n'$ is the number of atoms, $m'$ is the number of rules, and $\bar{l}$ is the average rule length. The following proposition holds:

**Proposition 1.** The number of atoms of $P'$, $n'$, is bounded by $n + m + k$.

**Proof.** According to the mentioned explanations above for each conversion step, we have to introduce exactly $k$ new positive forms for all negations and at most $m$ new atoms for all SHLPs. Hence, $n' \leq n + m + k$.

The number of rules $m'$ of $P'$ is also increased as we have to introduce new rules for each SHLP. The following proposition holds:

**Proposition 2.** The number of rules of $P'$, $m'$, is bounded by $\left\lceil \frac{3m}{2} \right\rceil$.

**Proof.** As defined, an SHLP must have at least two rules, so the largest number of SHLPs in $P$ is $\left\lceil \frac{m}{2} \right\rceil$. It happens when we have $\left\lceil \frac{m}{2} \right\rceil$ pairs of rules with the same head. In this case, we need to introduce $\left\lceil \frac{m}{2} \right\rceil$ new $Or$-rules for each pair. Additionally, if we assume all the rule bodies are unique and have a length larger than 1, we have to introduce $m$ new atoms for those bodies to create new corresponding $And$-rules. These new $And$-rules will replace the old same head rules, so the number of $And$-rules remains the same.

Therefore, $m'$ is bounded by $m + \left\lceil \frac{m}{2} \right\rceil = \left\lceil \frac{3m}{2} \right\rceil$.

**Proposition 3.** The average rule length of $P'$ is $\bar{l}' = \frac{m\bar{l} + g\bar{l}_x}{m + g}$, where $g > 0$ is the number of SHLPs and $\bar{l}_x$ is the average number of rules in each SHLP.

**Proof.** Obviously, $\bar{l}$ is the total length of all rules in $P$. Similarly, the total length of all rules in $P'$ is $\bar{l}'$. Now consider the case there is an SHLP having two rules: $h \leftarrow \text{body}(r_1)$ and $h \leftarrow \text{body}(r_2)$. In this case, the number of SHLPs $g = 1$. The standardization step will replace these two rules by $\{h \leftarrow x_1 \lor x_2, x_1 \leftarrow \text{body}(r_1), x_2 \leftarrow \text{body}(r_2)\}$. As one can see, only the new disjunction $h \leftarrow x_1 \lor x_2$ affects the average rule length of $P'$. A similar manner can be extended to different SHLPs in $P$. Accordingly, we only need to determine how many of these rules will be introduced and the total length of them in $P'$.

Because we need to introduce a new disjunction rule for each SHLP, we have the number of rules $m' = m + g$. Additionally, the body length of a disjunction for each SHLP is also equal to the number of rules in that SHLP. So the increasing length of $P'$ is $g\bar{l}_x$. Therefore, the total length of every rule in $P'$ is $m'\bar{l}' = m\bar{l} + g\bar{l}_x$. Thus, $\bar{l}' = \frac{m\bar{l} + g\bar{l}_x}{m'}. \quad \Box$
Corollary 1. The average rule length $l'$ is bounded:

\[ l' \leq \frac{ml + m}{m + 1} \]

Proof. According to the proof of Proposition 3, the increasing length of $P'$ after introducing new disjunctions is $m'T = ml + g\ell_p$. Because $P$ has maximum $m$ rules, the total body length of newly introduced disjunctions cannot exceed $m$. Consequently, $g\ell_p \leq m \Rightarrow l' \leq \frac{ml + m + g}{m + 1}$. Equality happens when all rule bodies of $P$ belong to an SHLP.

Converting to Program Matrix.

Combining Proposition 1 and Definition 1, we have the following proposition:

Proposition 4. The lower bound of the dimension of the program matrix $M_P$ is $n \times n$ while the upper bound is $(n + m + k) \times (n + m + k)$. 

Proof. The lower bound is explained in the first step converting to the positive form, therefore, we only need to prove the upper bound. According to Proposition 1, the upper bound of the dimension of the program matrix is $(n + m + k) \times (n + m + k)$. Hence, the dimension of the program matrix is bounded by $(n + m + k) \times (n + m + k)$.

On the other hand, the number of negations is bounded by the number of atoms in $P$ or $k \leq n$, so we can also write that the dimension of the program matrix is bounded by $(2n + m) \times (2n + m)$.

The next step is converting $P'$ into a matrix. In this step, we first init a zero matrix of the size $n' \times n'$. Then we go through all rules in $P'$ to assign a value for each atom that appears in the rule body by a value following Definition 1. The following proposition holds:

Proposition 5. The number of needed assignments to convert $P'$ into a matrix is bounded by $ml + m$.

Proof. Based on Definition 1, the number of needed assignments is $m'T$, where $m'$ is the number of rules and $T'$ is the average rule length of $P'$. According to Proposition 3, $T' = \frac{ml + g\ell_p}{m + g}$ and $m' = m + g$, therefore, $m'T = ml + g\ell_p$. As already mentioned in the proof of Corollary 1, we have $g\ell_p \leq m$. Accordingly, $m'T \leq ml + m$.

In summary, we need at most $ml + m$ assignments in converting a logic program $P$ into a matrix of the size which is bounded by $(n + m + k) \times (n + m + k)$.

Now, we will discuss how to implement the method efficiently. Through what we have analyzed above, the key is to avoid introducing new atoms if not needed and optimize the number of assignments as much as possible. An efficient way to implement this method is by exploiting a hashtable data structure for storing rules. For each item in the hashtable, key is the head of a rule and value is an array of rule bodies. A fact is an item with the value as an empty array. The hashtable ensures the complexity of look up and insertion of a key-value pair is $O(1)$ in average. The detailed method of converting a logic program into a matrix is described in Algorithm 1.

Algorithm 1: Converting a standardized program into a matrix.

Input: A logic program $P$

Output: Matrix representation $M_P'$ of $P'$ where $P'$ is the standardized program obtained from $P$

1: Init $\mathcal{H} := \{\emptyset\}$. ▷ Hashable
2: for each rule $r$ in $P$ do
3: for each atom $b$ in body of $r$ do
4: if $b$ is negation then
5: Introduce positive form $\overline{b}$ of $b$.
6: Insert $\overline{b}$ into $\mathcal{H}$. ▷ empty-body rule
7: if head of $r$ is not in $\mathcal{H}$ then
8: Insert $r$ into $\mathcal{H}$.
9: else
10: Append body of $r$ to value of the existing item of $r$ in $\mathcal{H}$.
11: for each $r$ in $\mathcal{H}$ that has more than 1 body do
12: for each body $b$ of the rule $r$ do
13: if $|b| > 1$ then
14: Introduce a new atom for $b$.
15: Insert this new And-rule into $\mathcal{H}$.
16: Clear the all rule bodies in the value of $r$ and update $r$ to Or-rule with newly introduced atoms.
17: $n' = $ sizeof($\mathcal{H}$).
18: Create a zero matrix $M_P'$ of the size $\mathbb{R}^{n' \times n'}$.
19: for each rule $r$ in $\mathcal{H}$ do
20: Assigning $M_P'$ according to Definition 1.
21: return assigned matrix $M_P'$.  

409
Some explanations are in order:

- Step 2-10: Scan through all rules in the program and convert all negations to positive forms. Update the hashtable \( H \) by either inserting a new rule or updating the rule body of an existing rule. The complexity of this step is \( O(ml) \) because we need to go through all the rules in the logic program \( P \) and for each rule, we also need to verify whether it contains negation or not.

- Step 11-16: Loop over only SHLPs and do the standardization step. In case all rules of \( P \) belong to an SHLP, we have to scan all these rules in \( P \) to introduce new atoms for each rule body as in the standardization step. Accordingly, the complexity of this step is \( O(m) \).

- Step 19-20: Assigning values to the matrix according to Definition 1. According to Proposition 5, the number of needed assignments to convert \( P \) into a matrix is bounded by \( ml + m \). This is also the number of non-zero elements in the output matrix. Therefore, the complexity of this step is \( O(ml + m) \).

As a result, the time complexity of Algorithm 1 is \( O(ml + m + m(l + 1)) = O(2ml + 2m) = O(ml) \), in other words, linear to the number of rules in \( P \) if we consider \( l \) as a constant. A similar result can be extended to the abductive matrix as it is defined based on the program matrix (Nguyen et al., 2021b).

The time complexity of Algorithm 1 is independent of the representational format. It is worth noting that in the standardization step, introducing a new atom for a body of length 1 is not needed.

**Proposition 6.** Any algorithm converting a logic program into a matrix has the lower bound \( \Omega(ml) \).

**Proof.** Any algorithm converting a logic program into a matrix has to go through all the rules of \( P \) at least once to read these rules into memory. Therefore, no algorithm can do better than \( \Omega(ml) \).

To sum up, we have proposed Algorithm 1, which has linear complexity, for the problem of converting a logic program into a matrix. In Section 4, we will provide an experiment to verify this conclusion.

## 4 BASELINE EXPERIMENT

For the purpose of this work, we provide a baseline experiment to verify the time complexity of the method of converting logic programs into matrices.

### Experiment Setup.

In this experiment, we use the graph coloring problem - a problem in graph theory in that we search for possible a way of coloring all the vertices of a graph such that no pair of adjacent vertices are of the same color. The graph coloring problem can be formulated in first-order logic as follows:

**Listing 1:** Modeling of graph coloring in ASP language.

```asp
color(1..3).
\(+ \{ node\_color(N,C): color(C) \} \) :- \node\_color(N).
\(- \node\_color(X,C), node\_color(Y,C), edge(X,Y), color(C).\)
```

This example is written following the syntax of an ASP language specified by clingo solver (clasp) (Gebser et al., 2009). In Listing 1, the first line defines there are 3 colors we can use to label nodes (3-Coloring). The second line is a choice rule that defines a node that can be labeled by only one color. And finally, the third rule is a constraint that declares there are no two adjacent nodes that can be labeled with the same color. Listing 2 illustrates an instance of the graph coloring problem with 6 nodes.

**Listing 2:** A problem instance of the graph coloring problem.

```asp
node(n1).\ 1
node(n2).\ 2
node(n3).\ 3
node(n4).\ 4
node(n5).\ 5
node(n6).\ 6
edge(n1,n2).\ 7
edge(n1,n3).\ 8
edge(n2,n3).\ 9
edge(n1,n4).\ 10
edge(n2,n4).\ 11
edge(n1,n5).\ 12
edge(n2,n5).\ 13
edge(n1,n6).\ 14
edge(n2,n6).\ 15
```

We exploit clingo grounder (gringo) (Gebser et al., 2007) to deal with ASP format. First, clingo converts an ASP program into an ASP intermediate format - aspif (Gebser et al., 2016). In short, a program in an ASP intermediate format serves internally as the output of the grounder and the input of the solver. We then convert the obtained aspif format into our internal format which is equivalent to a propositional language as described in Section 2. The resulting program now can be treated as an input for Algorithm 1 to obtain the matrix representation. It is reported that the program matrix is highly sparse if the average rule length is small compared to the size
Table 1: Baseline results on the graph coloring problem (the unit of time is millisecond).

<table>
<thead>
<tr>
<th>No. Data instance (70 instances)</th>
<th>m</th>
<th>n</th>
<th>k'</th>
<th>m'</th>
<th>n'</th>
<th>t</th>
<th>(t_{\text{prop}})</th>
<th>(t_{\text{inv}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>01_structured-type1-100nodes.txt</td>
<td>105</td>
<td>36</td>
<td>100</td>
<td>106</td>
<td>136</td>
<td>1.981</td>
<td>267</td>
<td>0.330</td>
</tr>
<tr>
<td>02_structured-type1-300nodes.txt</td>
<td>101</td>
<td>32</td>
<td>100</td>
<td>102</td>
<td>132</td>
<td>1.971</td>
<td>257</td>
<td>0.312</td>
</tr>
<tr>
<td>03_structured-type1-1000nodes.txt</td>
<td>93</td>
<td>60</td>
<td>30</td>
<td>94</td>
<td>124</td>
<td>1.947</td>
<td>237</td>
<td>0.231</td>
</tr>
<tr>
<td>04_structured-type1-5000nodes.txt</td>
<td>126</td>
<td>74</td>
<td>35</td>
<td>127</td>
<td>162</td>
<td>2.000</td>
<td>321</td>
<td>0.266</td>
</tr>
<tr>
<td>05_structured-type1-10000nodes.txt</td>
<td>130</td>
<td>75</td>
<td>35</td>
<td>131</td>
<td>166</td>
<td>2.008</td>
<td>331</td>
<td>0.260</td>
</tr>
<tr>
<td>06_structured-type1-20000nodes.txt</td>
<td>112</td>
<td>73</td>
<td>35</td>
<td>123</td>
<td>158</td>
<td>1.992</td>
<td>311</td>
<td>0.254</td>
</tr>
<tr>
<td>07_structured-type1-50000nodes.txt</td>
<td>110</td>
<td>70</td>
<td>35</td>
<td>111</td>
<td>146</td>
<td>1.964</td>
<td>281</td>
<td>0.249</td>
</tr>
<tr>
<td>08_structured-type1-100000nodes.txt</td>
<td>81</td>
<td>67</td>
<td>30</td>
<td>82</td>
<td>142</td>
<td>1.950</td>
<td>258</td>
<td>0.263</td>
</tr>
<tr>
<td>09_structured-type1-200000nodes.txt</td>
<td>88,130.737</td>
<td>76.450</td>
<td>15,266.063</td>
<td>41.605</td>
<td>8,546.050</td>
<td>17.186</td>
<td>5,707.700</td>
<td>12.571</td>
</tr>
<tr>
<td>10_structured-type1-300000nodes.txt</td>
<td>18,273.827</td>
<td>143.145</td>
<td>18,218.742</td>
<td>155.108</td>
<td>14,125.477</td>
<td>129.132</td>
<td>14,352.234</td>
<td>124.617</td>
</tr>
<tr>
<td>11_structured-type1-400000nodes.txt</td>
<td>18,273.827</td>
<td>143.145</td>
<td>18,218.742</td>
<td>155.108</td>
<td>14,125.477</td>
<td>129.132</td>
<td>14,352.234</td>
<td>124.617</td>
</tr>
<tr>
<td>12_structured-type1-500000nodes.txt</td>
<td>14,214.013</td>
<td>50.089</td>
<td>15,394.042</td>
<td>42.023</td>
<td>10,541.369</td>
<td>39.462</td>
<td>10,617.650</td>
<td>39.134</td>
</tr>
<tr>
<td>13_structured-type1-600000nodes.txt</td>
<td>18,448.044</td>
<td>106.040</td>
<td>15,394.042</td>
<td>42.023</td>
<td>10,541.369</td>
<td>39.462</td>
<td>10,617.650</td>
<td>39.134</td>
</tr>
<tr>
<td>14_structured-type1-700000nodes.txt</td>
<td>18,448.044</td>
<td>106.040</td>
<td>15,394.042</td>
<td>42.023</td>
<td>10,541.369</td>
<td>39.462</td>
<td>10,617.650</td>
<td>39.134</td>
</tr>
<tr>
<td>15_structured-type1-800000nodes.txt</td>
<td>18,448.044</td>
<td>106.040</td>
<td>15,394.042</td>
<td>42.023</td>
<td>10,541.369</td>
<td>39.462</td>
<td>10,617.650</td>
<td>39.134</td>
</tr>
<tr>
<td>16_structured-type1-900000nodes.txt</td>
<td>18,448.044</td>
<td>106.040</td>
<td>15,394.042</td>
<td>42.023</td>
<td>10,541.369</td>
<td>39.462</td>
<td>10,617.650</td>
<td>39.134</td>
</tr>
<tr>
<td>17_structured-type1-1000000nodes.txt</td>
<td>18,448.044</td>
<td>106.040</td>
<td>15,394.042</td>
<td>42.023</td>
<td>10,541.369</td>
<td>39.462</td>
<td>10,617.650</td>
<td>39.134</td>
</tr>
<tr>
<td>18_structured-type1-1100000nodes.txt</td>
<td>18,448.044</td>
<td>106.040</td>
<td>15,394.042</td>
<td>42.023</td>
<td>10,541.369</td>
<td>39.462</td>
<td>10,617.650</td>
<td>39.134</td>
</tr>
<tr>
<td>19_structured-type1-1200000nodes.txt</td>
<td>18,448.044</td>
<td>106.040</td>
<td>15,394.042</td>
<td>42.023</td>
<td>10,541.369</td>
<td>39.462</td>
<td>10,617.650</td>
<td>39.134</td>
</tr>
<tr>
<td>20_structured-type1-1300000nodes.txt</td>
<td>18,448.044</td>
<td>106.040</td>
<td>15,394.042</td>
<td>42.023</td>
<td>10,541.369</td>
<td>39.462</td>
<td>10,617.650</td>
<td>39.134</td>
</tr>
</tbody>
</table>
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of Herbrand base (Nguyen et al., 2022). Furthermore, sparseness is exploited successfully in both deduction (Nguyen et al., 2022) and abduction (Nguyen et al., 2021b) to reach higher scalability. Therefore, in this step, we also consider a comparison between dense and sparse matrix formats in terms of execution time assigning matrix values. Accordingly, we measure the execution time of different steps:

- \( t_{\text{lclingo}} \): execution time call to \texttt{clingo} grounder.
- \( t_{\text{int}} \): time to convert \texttt{aspif} to our internal format.
- \( t_{\text{alg}} \): time for Algorithm 1 excluding line 19, 20.
- \( t_{\text{alg}}^{(d)} \): assigning time using dense matrix format.
- \( t_{\text{alg}}^{(s)} \): assigning time using sparse matrix format\(^2\).

All these steps are reported in Table 1 by taking the mean of 10 runs. Further trend lines are illustrated in Figure 3 for \( t_{\text{alg}}, t_{\text{alg}}^{(d)} \) and \( t_{\text{alg}}^{(s)} \). Table 1 also records \( m \) - number of rules, \( n \) - number of atoms, \( k \) - number of negations, \( m' \) - number of rules in the standardized program, \( n' \) - number of atoms in the standardized program or the matrix size, \( T \) - average rule length, \( \eta \) - number of non-zero elements.

The source code and dataset\(^3\) are available at https://github.com/nqtuan0192/lpmatrixgrounder. This experiment is conducted on a machine having the following configurations: CPU: Intel Core i7-11800H @2.30GHz; RAM: 32GB; OS: Ubuntu 20.04 x86_64.

**Experimental Results.**

Overall, Algorithm 1 runs very fast in a matter of seconds while most of the time is spent on \texttt{clingo} grounder. The average length of the rule body is just above 2 for this dataset which has an influence on the sparsity of the program matrix. Additionally, \( \eta \) is also relatively small to the size of the program matrix \( n' \times n' \). As a consequence, the sparsity of the matrix representations of all instances is 0.99 approximately. \texttt{clingo} does many things under the hood that is out of our control, therefore it is too slow as can be seen in the column \( t_{\text{lclingo}} \) of Table 1. In fact, neither dealing with first-order language nor benchmarking \texttt{clingo} grounder is the purpose of this paper. We provide the execution time \( t_{\text{lclingo}} \) here as a reference for future improvement when we consider a method combining the grounding step and converting a logic program into a matrix. The time dealing with \texttt{aspif} is almost instant even though the matrix size is huge.

The main focus of our experiment is the execution time of Algorithm 1 and assigning time \( t_{\text{alg}}, t_{\text{alg}}^{(d)}, t_{\text{alg}}^{(s)} \). As reported Algorithm 1 can handle every instance in less than 3 seconds and is usually minor compared to \( t_{\text{lclingo}} \), especially in large-size instances. Assigning time with dense format \( t_{\text{alg}}^{(d)} \) is faster than that with sparse format \( t_{\text{alg}}^{(s)} \) in some very small size instances and also fast enough in general, however, the method is unable to allocate very large size matrix in which most of its elements are zero. The similar method using sparse matrix format, on the other hand, works well in every situation, especially more than 2 times faster in large-scale instances as can be witnessed in the column \( t_{\text{alg}}^{(s)} \) of Table 1. Figure 3 further reports and verifies the execution time of the algorithm and the assigning step that they are linear complexity in general. The assigning step with the sparse format has the same complexity as that with the dense format in theory but the practical experiment shows the one using the sparse format performs better.

To wrap up, we have demonstrated and verified the theory complexity of the method of converting logic programs into matrices using the experiment with graph coloring problem.

---

\(^2\)We use Coordinate (COO) format for the experiment.

\(^3\)The original set of problem instances is obtained from http://www.info.deis.unical.it/npdatalog/experiments/experiments.htm, however, the link is no longer accessible.
5 RELATED WORK

There are several approaches to representing logic programs in the language of linear algebra. They share a similar idea but may differ in terms of how they assign values and how they organize the matrix to store these values. We can classify them mainly as square matrix and non-square matrix representations.

The matrix representation of logic programs was first coined by (Sakama et al., 2017) and then followed up by other researchers in (Sakama et al., 2018; Nguyen et al., 2018; Nguyen et al., 2021a). These works follow the same encoding scheme that we have summarized in this paper. Although they have not reported in detail how they perform the conversion method, their methods should have a very similar boundary to what we have analyzed. Later, the non-differentiable computation of 3-valued models of a program’s completion in vector spaces was considered the first step towards computing supported models (Sato et al., 2020). His method prefers to use integers rather than real numbers to assign values to the matrix. However, the general idea is similar to the complexity of matrix conversion in his method is also bounded by linear complexity. (Aspis et al., 2020) have introduced a gradient-based search method for the computation of stable and supported models of normal logic programs in continuous vector spaces. The program matrix representation (Aspis et al., 2020) was influenced by (Sakama et al., 2017)’s idea so its complexity should be similar to our work.

With a different perspective, (Sato and Kojima, 2019) has proposed a differentiable framework for logic program inference as a step toward realizing flexible and scalable logical inference. They have further extended the idea to develop MatSat - a matrix-based differentiable SAT solver - and presented that this method outperforms all the Conflict-Driven Clause Learning (CDCL) type solvers using a random benchmark set from SAT 2018 competition (Sato and Kojima, 2021). (Sato and Kojima, 2019) represent the program matrix of a logic program by two halves, one half for the positive atoms and one half for the negations. By doing so, their method allows a non-square matrix in his method. The number of rows in the matrix is the same after the standardization step, however, (Sato and Kojima, 2019) has to include all the positive forms of atoms in the program. A similar encoding scheme can be seen in (Takemura and Inoue, 2022) that the authors have extended the idea of (Aspis et al., 2020) to present another gradient-based approach to compute supported models approximately. The matrix representation in (Takemura and Inoue, 2022)’s method is similar to the idea of (Sato and Kojima, 2019). We can follow the same method of analyzing complexity as we have presented to analyze the complexity of non-square matrix representation. Accordingly, the number of rules in non-square matrix representation may grow to \( \binom{n + \frac{m}{2}}{k} \). However, in their encoding method, they need to keep all pairs of positive and negative forms of all atoms, so the number of columns is double the number of rows. Therefore, the maximum matrix size in the worst case is \( \binom{n + \frac{m}{2}}{k} \times (2n + m) \).

In terms of complexity, based on what we have analyzed in Section 3, we can estimate the complexity of their converting method is \( O(2mT + m) \). In Table 2, we illustrate a quick summary of the methods using square matrix and non-square matrix representations.

### Table 2: A comparison of square matrix representation and non-square matrix representation.

<table>
<thead>
<tr>
<th>Papers</th>
<th>Square matrix</th>
<th>Non-square matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Sakama et al., 2017), (Sakama et al., 2018), (Nguyen et al., 2018), (Nguyen et al., 2021a), (Nguyen et al., 2021b), (Nguyen et al., 2022)</td>
<td>((n + \frac{m}{2}) \times (2n + m)) in the worst case</td>
<td>( O(2mT + 2m) )</td>
</tr>
<tr>
<td>(Sato and Kojima, 2019), (Sato and Kojima, 2021), (Aspis et al., 2020), (Takemura and Inoue, 2022)</td>
<td>( n + \frac{m}{2} ) in the worst case</td>
<td>( O(2mT + m) )</td>
</tr>
</tbody>
</table>

At a glance, representation using a non-square matrix seems better in terms of space and time. On the other hand, a square matrix is compatible to apply the power of matrix to itself that realizes partial evaluation with speed-up benefit (Nguyen et al., 2021a). The performance gain usually outweighs the cost of constructing matrices as demonstrated in their paper.

6 CONCLUSION

In this paper, we have reported a detailed analysis of converting logic programs into matrices with an efficient algorithm. It is proved that the complexity of the method is \( O(mT) \), linear to the number of rules and is close to the lower bound \( \Omega(mT) \). The experiment supports us to verify the theory in practice using a graph coloring problem. This work aims to contribute to the theory of linear algebraic characteristics of logic programs (Sakama et al., 2017; Sakama et al., 2021) in addition to build up the baseline for different matrix representations employed in embedding logic programs into vector spaces.

In the future, working on handling first-order logic is an important topic to extend the potential of ma-
trix representation to a wider range of applications. Another interesting direction could involve optimizing the number of newly introduced rules in the standardization step. Moreover, as we keep improving the method for the standardization step, we also need to do further analysis for a better approximation of the algorithm complexity.
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