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Abstract: In Japanese, some sentences are grammatically well-formed, but not easy to read. This paper proposes a method for Japanese word reordering, which first adapts a Japanese BERT model to predict suitable pairwise orderings between two words in a sentence, and then converts the predicted results into a graph. The vertices in the graph represent the words in the sentence. The edges represent the pairwise orderings between two words. Finally, topological sort is applied to find the correct word ordering in a sentence by visiting each graph vertex. We conducted an evaluation experiment with uneasy-to-read Japanese sentences created from newspaper article sentences.

1 INTRODUCTION

The Japanese language has a relatively free word order, making it possible to write meaningful sentences without paying much attention to the word order. In practice, however, some sort of preference in the Japanese word order exists. These preferences may lead to the generation of some grammatically correct, but uneasy-to-read sentences.

Word reordering is the arrangement of words in an input sentence such that the word order can easily be read. It has been studied as a basic technique for applications like writing assistance and sentence generation. Several methods on Japanese word reordering have been proposed (Uchimoto et al., 2000; Yokobayashi et al., 2004; Ohno et al., 2015; Miyachi et al., 2021). All of them are based on the dependency relations between words, which are assumed to be given as the input by preliminarily executing dependency parsing or partially given by concurrently executing dependency parsing. This is considering the close relationship between the word order and dependency relations. That is, the possible word order is restricted by dependency relations. However, if the word order of an input sentence cannot be easily read, the accuracy of word reordering decreases under the influence of the accuracy of dependency parsing, which tends to decrease.

This paper proposes a Japanese word reordering method without dependency parsing. The strategy does not use dependency information; thus, it cannot be affected by dependency parsing errors, which is an advantage. By contrast, word reordering without dependency information causes another problem. That is, the possible permutation of words in an input sentence may not be narrowed down based on the dependency information; thus, the computational cost explosively increases. In this work, we use topological sort (Kahn, 1962; Tarjan, 1976) to resolve the above-mentioned problem. Topological sort is an algorithm for the linear ordering of the vertices of a directed acyclic graph (DAG) to efficiently find the appropriate word order in a sentence.

Our method first predicts the suitable pairwise orderings between two words in a sentence using a Japanese BERT model. It then converts the predicted results into a graph, where a vertex and an edge represent a word in the sentence and a pairwise ordering between two words, respectively. Finally, it identifies the appropriate word order by applying topological sort to the graph. We conducted an evaluation experiment and confirmed the effectiveness of our method on Japanese word reordering.

The remainder of this paper is organized as follows: Section 2 explains the Japanese word reordering; Section 3 introduces topological sort and its application to natural language processing; Section 4
Japanese Word Reordering Based on Topological Sort

2 JAPANESE WORD ORDER AND DEPENDENCY

We propose herein a word reordering method aimed for the elaboration support of Japanese natives. We assumed that the input sentences were not grammatically incorrect, but had an uneasy-to-read word order. The reasons behind this assumption are as follows: Even Japanese natives often create such sentences unless they pay attention to the Japanese word order preference, and it is not difficult for Japanese natives to create grammatically correct sentences due to the relatively free word order.

Many studies have been conducted on the Japanese word order preference in linguistics (e.g., (Uchimoto et al., 2000; Kuribayashi et al., 2020; Fujihara et al., 2022)). Case elements have been reported to be basically placed in the order of a nominative, a dative, and an accusative, and that the basic order of case elements is often changed by influence from other factors, such as long dependencies.

A dependency relation, respectively. The word order of S1 is more difficult to read than that of S2 because the distance between the bunsetsu “家を (home)” and its modified bunsetsu “出た (left)” is large, causing the loads on the working memory to become large (Yoshida et al., 2014). This suggests that the dependency information is useful in reordering words such that the word order becomes easier to read.

If a Japanese sentence is grammatically correct, the sentence satisfies the following constraints on the word order and dependency:

1. No dependency is directed from right to left.
2. Dependencies do not cross each other.
3. Each bunsetsu, except for the final one in a sentence, depends on only one bunsetsu.

Therefore, if the dependencies between all words in a sentence can be parsed before the word reordering, we can narrow down the candidates of the most appropriate word order according to the dependencies. In Figure 1, the possible word order can be narrowed down to six permutations (i.e., “b1b2b3b4b5”, “b1b3b1b2b5”, “b2b3b4b1b5”, “b2b3b2b1b5” and “b3b2b2b1b5”) due to the dependency relations. Most of the previous methods on word reordering (Belz and Kow, 2011; Filippova and Strube, 2007; Harbusch et al., 2006; Kruijff et al., 2001; Ringger et al., 2004; Shaw and Hatzivassiloglou, 1999; Yoshida et al., 2004) premise that dependency parsing is preliminarily performed and identify the most appropriate word order among the possible word order candidates that satisfy the above mentioned constraints using the preference

A dependency relation in Japanese is a modification relation, in which a modifier bunsetsu depends on a modified bunsetsu. That is, the modifier and modified bunsetsu work as the modifier and that which is modified, respectively.

1Bunsetsu is a Japanese linguistic unit that roughly corresponds to a basic phrase in English. A bunsetsu consists of one independent word and zero or more ancillary words.
between word order and dependencies. However, the word order of S1 is thought to be more difficult to parse than that of S2 because dependency parsers are usually trained on syntactically annotated corpora, in which sentences have an appropriate word order, such as that in S2.

The above mentioned constraints between the word order and the dependencies cannot be used in word reordering if we choose not to use dependency parsing in word reordering. Thus, it is necessary to select the best permutation among all possible word permutations in an input sentence. If an input sentence has n bunsetsus, the number of all possible permutations is n!, which in Figure 1 is 5! = 120. Therefore, an efficient algorithm must be employed to explore the best permutation among the n! candidates. It cannot use the dependency information, which is useful in word reordering. Hence, a model that can predict the appropriate word order without directly using the dependency information must be employed.

3 TOPOLOGICAL SORT

Topological sort (Kahn, 1962; Tarjan, 1976) is an algorithm that linearly arranges all the vertices of a DAG according to the edge directions. All vertices are briefly linearly ordered, such that every vertex precedes its next neighbor vertices connected by the outgoing edge from the vertex. That is, for every edge \( v \rightarrow u \) directed from a vertex \( v \) to a vertex \( u \) in a DAG, the algorithm decides the order, such that \( v \) comes before \( u \).

Topological sort is used for some natural language processing applications that sort something. Prabhumoye et al. (2000) proposed a method for identifying the most appropriate sentence order in a document using topological sort (Prabhumoye et al., 2020; Keswani and Jhamtani, 2021). Sentence ordering is the task of arranging all sentences in a given document, such that the document consistency is maximized and applied (e.g., multi-document summarization (Bazilay and Elhadad, 2002; Nallapati et al., 2017), and cooking procedure generation (Nallapati et al., 2017)). In their work, Prabhumoye et al. predicted each relative ordering between two sentences in a document. Each predicted result was then regarded as a constraint of the anteroposterior relation of a sentence pair. A DAG was made to express a set of constraints. They found the most appropriate order of sentences by applying topological sort to the DAG. The word reordering task is similar to the sentence ordering task in terms of sorting elements in a unit; hence, topological sort is thought to be applicable to the word reordering task in the same way as in the sentence ordering task.

The time complexity of topological sort is \( O(|V| + |E|) \), where \( V \) and \( E \) are a set of all the vertices and edges in a DAG, respectively. If we use topological sort for word reordering of an input Japanese sentence, a DAG has a vertex and an edge expressing a bunsetsu in the sentence and a relative ordering between two bunsetsus, respectively. In this case, if an input sentence has \( n \) bunsetsus, because \( |V| = n \) and \( |E| \) is the combination \( \binom{n}{2} = n \times (n-1)/2 \), the time complexity of the topological sort is \( O(n^2) \). Therefore, topological sort is expected to resolve the high computational cost problem described in Section 2.

4 PROPOSED METHOD

In our method, a grammatically correct, but uneasy-to-read sentence is assumed as the input. Our method reorders all bunsetsus in the input sentence such that the reordered sentence becomes easy-to-read. Figure 2 shows the method framework.

First, a sequence of bunsetsus of a sentence, which has an uneasy-to-read word order, is input. In Figure 1(S1), the input sentence is "私は (I) / 家を (home) / 都会に (the city) / 憧れ (longing for) / 出た (left.)". Our method extracts every combination of any two bunsetsus among a set of all bunsetsus, excluding the final one in an input sentence (In Figure 1, \{"私は (I), " 家を (home), " 都会に (the city), " 憧れ (longing for)"\}). It then predicts the relative ordering of each pair, that is, the anteroposterior relation between two bunsetsus, using a Japanese BERT model. If both an input sentence and its reordered sentence are assumed to be grammatically correct, the final bunsetsu of the input sentence always becomes the final bunsetsu of the output sentence without depending on the word reordering. This is why the final bunsetsu is excluded.

Second, a set of predicted anteroposterior relations is converted into a directed graph, where a vertex and an edge represent a word in the sentence and a predicted anteroposterior relation between two bunsetsus, respectively. If the created graph is a directed cyclic graph (DCG), it will be converted into a DAG, to which topological sort can be applied. The conversion method is based on the source code of the method proposed by Prabhumoye et al. (2000). In the topological sort process during conversion, each time a closed path is found, the last edge of the closed path (i.e., the edge that returns to a visited vertex) is deleted until no more closed paths are left.
Finally, topological sort is applied to the DAG created above. Each vertex (each bunsetsu) is then linearly ordered. Note that our method uses topological sort based on the depth-first search (Tarjan, 1976).

4.1 Model

Figure 3 shows an overview of our BERT model that predicts the anteroposterior relation between two bunsetsus. Here, $B = b_1b_2\cdots b_n$ expresses a sequence of bunsetsus in an input sentence, while $b_i$, $b_j$ ($1 \leq i < j \leq n - 1$) expresses the two bunsetsus, between which the anteroposterior relation is predicted by our BERT model. During this time, the input to BERT is the concatenation “[CLS] $b_1$ [SEP] $b_j$ [SEP] $b_1b_2\cdots b_n$ [SEP]”, where subword division is performed.

An input sentence, even if not easily readable, has a partially appropriate word order because the input sentence is grammatically correct. The relative location of many bunsetsus after reordering tends to be maintained in the same order as that of the input sentence. In addition, an input sentence contains the dependency information between bunsetsus, which is considered to be effective for predicting the relative ordering between two bunsetsus as described in Section 2. These are the reasons why our method takes the entire input sentence $b_1b_2\cdots b_n$ into the BERT model.

The BERT model outputs a bidimensional probability distribution that expresses how appropriate the anteroposterior relation (i.e., either $b_i$ or $b_j$ precedes the other) is in readability. The anteroposterior relation with a higher probability becomes the predicted result used as the constraint on the relative ordering between the two bunsetsus. The prediction by our BERT model is performed for each combination of any two bunsetsus created among $\{b_1, b_2, \cdots, b_{n-1}\}$.

4.2 Creation of Training Data

The kind of data to use as the training data for our BERT model is also important. As a simple approach, it can use the anteroposterior relations included in easy-to-read sentences (e.g. newspaper article sentences) as the training data. This approach makes two training events from one anteroposterior relation between two bunsetsus $b_i$ and $b_j$ ($i < j$) in a sentence. One is “$b_i \rightarrow b_j$” labeled with “the left is anterior”, and the other is “$b_i \leftarrow b_j$” labeled with “the right is anterior”. The number of labels that is “the left is anterior” becomes equal to that of “the right is anterior” in these training data. However, it can be thought that no such tendency in humans actually creates uneasy-to-read sentences.
To train the tendency of humans to actually create uneasy-to-read sentences, we must annotate the combination of two bunsetsus in sentences with a label. However, annotation costs are very high.

To solve this problem, based on the assumption that newspaper article sentences are written in an easy-to-read word order, we mechanically create a pseudo-sentence with an uneasy-to-read word order from each newspaper article sentence following the procedure below:

1. Remove commas from the newspaper article sentence.
2. Find a bunsetsu modified by multiple bunsetsus from the sentence end.
3. Randomly change the order of sub-trees that modify this bunsetsu.
4. Iterate 2 and 3 until you reach the beginning of the sentence.

The created pseudo-sentences satisfy the three constraints on word order and dependency described in Section 2; thus, they are assumed to be grammatically correct, but have an uneasy-to-read word order different from that of newspaper article sentences.

With the above mentioned procedure, we can create many training data with no cost if a corpus exists, including newspaper article sentences annotated with information on morphological analysis, bunsetsu segmentation, and dependency analysis.

5 EXPERIMENT

We conducted an experiment on the word reordering of uneasy-to-read sentences using Japanese newspaper articles to evaluate the effectiveness of our method.

5.1 Experiment Outline

For the experiment, 1000 sentences with an uneasy-to-read word order artificially created from newspaper articles sentences in the Kyoto Text Corpus were used as the test and development data (Kuroashi and Nagao, 1998), respectively, which is annotated with information on morphological analysis, bunsetsu segmentation, and dependency analysis. The creation was based on the following procedure:

1. Mechanically create some new sentences from a newspaper article sentence based on the procedure described in Section 4.2. All the sentences created by this step have a different word order from the original newspaper article sentence but maintain the same dependency relations.
2. Among the above mentioned sentences, manually select one sentence considered as sometimes written by Japanese native speakers.
3. Manually add commas to make it as easy as possible to read in that word order.

We used 34,199 sentences created by the procedure described in Section 4.2 as the training data. Among which, 27,263 sentences have a different order from the original newspaper article sentences, and 6936 sentences have the same order by chance. These 34,199 sentences had a more-than-equal-to 3 bunsetsus because extremely short original sentences, whose word order can be decided based on the constraints described in Section 2 without using BERT, were deleted. Note that every original newspaper article
Table 1: Experimental Results.

<table>
<thead>
<tr>
<th></th>
<th>pair agreement</th>
<th>sentence agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>our method</td>
<td>88.49% (28,105/31,760)</td>
<td>40.60% (406/1,000)</td>
</tr>
<tr>
<td>[random]</td>
<td>50.59% (16,070/31,760)</td>
<td>4.60% (46/1,000)</td>
</tr>
<tr>
<td>[no reordering]</td>
<td>75.48% (23,973/31,760)</td>
<td>0.00% (0/1,000)</td>
</tr>
</tbody>
</table>

Input:

\[
\begin{array}{cccccccc}
  b_1 & b_2 & b_3 & b_4 & b_5 & b_6 & b_7 \\
  \text{栄養失調に} & \text{目の} & \text{病気に} & \text{かかり} & \text{になった} & \text{子が} & \text{多い} \\
  \text{(malnourished)} & \text{(eye)} & \text{(diseases)} & \text{(suffer from)} & \text{(and are)} & \text{(children)} & \text{(many)} \\
\end{array}
\]

Output (correct word order):

\[
\begin{array}{cccccccc}
  b_2 & b_3 & b_4 & b_5 & b_6 & b_7 \\
  \text{目の} & \text{病気に} & \text{かかり} & \text{になった} & \text{子が} & \text{多い} \\
  \text{(eye)} & \text{(diseases)} & \text{(suffer from)} & \text{(and are)} & \text{(children)} & \text{(many)} \\
\end{array}
\]

The sentence is translated as “Many children suffer from eye diseases and are malnourished.” in English.

Figure 4: Example of sentences correctly reordered by our method.

5.2 Experimental Results

Table 1 shows the experimental results on the word reordering of our method and each baseline. Our method dramatically outperformed the two baselines in both the pair and sentence agreements.

Figure 4 illustrates an example of the sentences, in which all bunsetsus were correctly reordered by our method. In this example, our method correctly moved a bunsetsu “栄養失調に (malnourished)” just before the dependent bunsetsu “になった (and are).” The distance of the two bunsetsus, where a dependency relation existed, in the output sentence became shorter than that of the input one. Moreover, the readability of the output sentence was improved. These results confirmed the effectiveness of our method on Japanese word reordering.

In Section 4, the graph became either a DCG, or a DAG when a directed graph was created from the anteroposterior relations predicted by BERT. We re-measured the pair and sentence agreements separately for sentences that became DCGs and DAGs. Tables 2 and 3 show the pair and sentence agreements of our method and [no reordering], respectively. The results of [no reordering] revealed not much of a difference between the DAGs and the DCGs. In contrast, the results of our method showed that both agreements for sentences that became DAGs were much higher than those for sentences that became DCGs. Some sentences were converted into a DAG because the prediction by BERT contained some incorrect anteroposterior relations. Thus, even if the DCGs were converted into DAGs, the agreements were thought to have decreased because all incorrect edges in the graphs were not always deleted. Resolving the agreement decrease required the improvement of the prediction accuracy of the anteroposterior relations by BERT and the conversion of a DCG to a DAG by the proper removal of incorrect edges. These issues are to be addressed in the future.

6 CONCLUSIONS

This paper proposed a method for the word reordering of uneasy-to-read sentences without executing dependency parsing. The method used BERT to predict the
Table 2: Pair agreement separately for sentences that had become DCGs and sentences that had become DAGs.

<table>
<thead>
<tr>
<th></th>
<th>DAG</th>
<th>DCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>no reordering</td>
<td>91.51% (14,841/16,218)</td>
<td>85.34% (13,264/15,542)</td>
</tr>
<tr>
<td></td>
<td>75.74% (12,284/16,218)</td>
<td>75.21% (11,689/15,542)</td>
</tr>
</tbody>
</table>

Table 3: Sentence agreement separately for sentences that had become DCGs and sentences that had become DAGs.

<table>
<thead>
<tr>
<th></th>
<th>DAG</th>
<th>DCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>no reordering</td>
<td>50.29% (350/696)</td>
<td>18.42% (56/304)</td>
</tr>
<tr>
<td></td>
<td>0.00% (0/696)</td>
<td>0.00% (0/304)</td>
</tr>
</tbody>
</table>

anteroposterior relations between two bunsetsus and applied topological sort to the predicted results. The effectiveness of our method was confirmed through the evaluation experiments using sentences with an uneasy-to-read word order created from newspaper article sentences.

For future works, we would like to improve the pair and sentence agreements on word reordering. We also intend to build an uneasy-to-read sentence corpus that humans actually create.
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