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Abstract: Logic programming is a powerful tool for modeling and processing multi-agent systems (MASs), where problems are collaboratively solved by multiple agents that exchange messages. Especially, (constraint) logic programming with default rules is useful for speculative computation for MASs, where tentative solutions are computed before answers arrive from other agents. However, the previous frameworks became complicated to enable speculative computation for MASs. In this paper, we propose a framework using hierarchical constraint logic programming (HCLP) for speculative computation for MASs. HCLP is an extension of constraint logic programming that allows soft constraints with hierarchical preferences. We simplify our MAS framework by utilizing HCLP and soft constraints to handle MASs with default rules. We show a prototype implementation of our framework and a case study on its execution.

1 INTRODUCTION

Multi-agent systems (MASs) have long been being studied in the field of artificial intelligence. A MAS is defined as “a loosely coupled network of problem solvers that interact to solve problems that are beyond the individual capabilities or knowledge of each problem solver” (Sycara, 1998). Such cooperative problem solvers are called agents. Research on MASs typically is focused on how to construct agents for given problems. Applications of MASs range over broad areas including computer networks, robotics, complex system modeling, city and building management, and smart grids (Dorri et al., 2018).

Logic programming (LP) (Lloyd, 1987), which uses formal logic for programming, and constraint logic programming (CLP) (Jaffar and Lassez, 1987; Jaffar and Maher, 1994), which extends LP with the notion of constraints, can be powerful bases for modeling and processing MASs. An extension of LP is suitable for the reactive component of a MAS as well as for the rational component of a single agent (Kowalski and Sadri, 1999). Also, an extension of CLP allows building MASs with constraint-solving capabilities (Vlahavas, 2002).

A MAS is usually designed to normally work in a situation with no problem of communication among agents. However, in actual situations, it is difficult to always guarantee efficient and reliable communication among agents. For example, if a MAS is deployed on a network like the internet that does not guarantee reliable communication, or if a MAS involves a human user as part of the MAS, it is possible that communication might largely delay or even fail.

Speculative computation for MASs is an effective means for coping with such problems. It enables MASs to compute tentative solutions in situations where communication among agents might largely delay or fail. Especially, LP and CLP with default rules are useful for speculative computation for MASs (Satoh et al., 2003; Satoh et al., 2000). In such situations, MASs speculatively compute tentative solutions, for which agents use default knowledge about other agents, instead of waiting for their answers.

However, the previous MAS frameworks became complicated to enable speculative computation. They were achieved by performing speculative computation and default rule handling within the same mechanisms. In other words, they introduced specialized mechanisms for operating such default rules and answers, which required more complicated mechanisms to enable more powerful MASs.

In this paper, we propose a framework for speculative computation for MASs by using an extension of CLP. The CLP extension that we use is hierarchical CLP (HCLP) (Wilson and Borning, 1993), which allows soft constraints with hierarchical preferences.
Our main point is that we simplify our MAS framework by utilizing HCLP and soft constraints to handle MASs with default rules. Instead of introducing a specialized mechanism for operating default rules and answers in MASs, we express them by using the hierarchical preferences of soft constraints in HCLP, which enables us to treat default rules and answers declaratively rather than operationally. We present how to specify MASs in HCLP and how to perform speculative computation for such MASs. Also, we show a prototype implementation of our framework and a case study on its execution.

2 RELATED WORK

Researchers proposed frameworks and methods using LP for speculative computation for MASs. A logical framework based on abduction for speculative computation for master-slave MASs was first proposed (Satoh et al., 2000). Then this framework was extended to tree-structured MASs to enable agents to revise answers that they previously returned (Satoh and Yamamoto, 2002). Also, a framework using abduction was proposed (Satoh, 2005) and applied to orientation systems (Ramos et al., 2015a; Ramos et al., 2015b; Ramos et al., 2016; Ramos et al., 2014) and a decision support system (Oliveira et al., 2014). In addition, researchers proposed a framework that translates programs by assigning time stamps to predicates (Sakama et al., 2000), approaches using consequence finding (Inoue et al., 2001; Inoue and Iwanuma, 2004; Iwanuma and Inoue, 2002), a method that combines action execution (Hayashi et al., 2002), a method using defeasible logic (Lam et al., 2012), and a method using Bayesian networks (Gomes et al., 2016).

To treat more general problems than those LP-based frameworks and methods, a framework using CLP for speculative computation for master-slave MASs was proposed (Hosobe et al., 2007; Satoh et al., 2003). This framework was applied to a reasoning module for distributed clinical decision support systems (Oliveira et al., 2015). In addition, it was extended to enable agents to revise previous answers and also to return disjunctive answers (Ceberio et al., 2006). This extended framework was implemented in a practical multi-threaded manner (Ma et al., 2010b). Furthermore, it was extended to allow tree-structured MASs (Hosobe et al., 2010). Also, there have been more different CLP-based approaches to speculative computation for MASs including one using abductive reasoning (Ma et al., 2010a) and another using Bayesian networks (Oliveira et al., 2017). However, those CLP-based frameworks became complicated to treat default rules for speculative computation for MASs.

3 PRELIMINARIES

This section describes constraint hierarchies and HCLP as preliminaries of our framework.

3.1 Constraint Hierarchies

In constraint hierarchies (Borning et al., 1992), each constraint is associated with a hierarchical preference called a strength. A constraint hierarchy is divided into a finite number of levels. Each level consists of constraints with the equal strength corresponding to the level. The top level contains required (or hard) constraints that must always be satisfied, and lower levels contain preferential (or soft) constraints that should be relaxed if necessary. The strengths of constraints are usually represented symbolically as required, strong, medium, and weak. In this paper, we omit the explicit specification of required, expressing required constraints as ones without the specification of strengths.

Solutions to constraint hierarchies are obtained by the optimization concerning solution candidates. For this purpose, a relation called comparator is used to judge which of two solution candidates is better. Solution sets differ according to comparators, and there have been various comparators proposed. In this paper, we use the comparator called unsatisfied-count-better (UCB) that evaluates solution candidates to increase satisfied stronger constraints.

3.2 HCLP

HCLP (Wilson and Borning, 1993) is an extension of CLP (Jaffar and Lassez, 1987; Jaffar and Maher, 1994) that incorporates constraint hierarchies. Rules in HCLP hold constraints in the bodies of the Horn clauses in the same way as CLP, and furthermore, constraints can be associated with strengths. The derivation of a goal (that is a successful sequence of reductions) is performed in the same way as CLP, and the solution is computed by solving the constraint hierarchy obtained when the goal becomes empty of atoms.

In general, derivations for different branches obtain different constraint hierarchies that also have constraints with different strengths. Therefore, HCLP obtains the best solutions by further performing inter-
hierarchy comparison that judges which of two constraint hierarchies is better satisfied.

4 PROPOSED FRAMEWORK

In this section, we propose a framework that uses HCLP for speculative computation for MASs. We first propose how to specify MASs in HCLP and then how to perform speculative computation for MASs.

4.1 Specification of MASs

Our framework uses HCLP as a basis for the specification of MASs. A MAS forms a tree structure, and the agent corresponding to the root node is called the root agent. The root agent starts the execution of the MAS, and returns a tentative solution whenever it is obtained by speculative computation. The users who give information to a MAS in execution are also regarded as agents, and correspond to the leaf nodes of the tree. The agents representing the users are called the external agents, and the other agents are called the internal agents.

Formally, the structure of a MAS is specified with an agent hierarchy in the same way as the previous work on hierarchical agents.

Definition 1 (agent hierarchy (Hosobe et al., 2010)).
An agent hierarchy \( H \) is a tree consisting of a set of nodes called agents. Let root(\( H \)) be the root node of \( H \), called the root agent. Let int(\( H \)) be the set of all the non-leaf nodes of \( H \), each called an internal agent. Let ext(\( H \)) be the set of all the leaf nodes of \( H \), each called an external agent. Given an internal agent \( M \), let chi(\( M, H \)) be the set of all the child nodes of \( M \), each called a child agent of \( M \). Given a non-root agent \( S \), let par(\( S, H \)) be the parent node of \( S \), called the parent agent of \( S \).

Figure 1 depicts the agent hierarchy of a MAS consisting of five agents \( r, a, b, a', \) and \( b' \). Here \( r \) is the root agent, \( r, a, \) and \( b \) are the internal agents, and \( a' \) and \( b' \) are the external agents. Also, \( a' \) and \( b' \) are the child agents of \( r \) (and \( r \) is the parent agent of \( a \) and \( b \)). \( a' \) is the child agent of \( a \) (and \( a \) is the parent of \( a' \)). \( b' \) is the child agent of \( b \) (and \( b \) is the parent of \( b' \)).

Agents are assigned HCLP programs extended in the following way.
- Each internal agent has a program consisting of rules that describe how it is executed, and of rules that describe the default knowledge of its child agents.
- Each external agent initially has no program. To reply to a query from its parent agent, it is dynamically assigned a rule that is generated by the corresponding user according to the user’s own knowledge. In addition, the program can be dynamically revised when the user’s knowledge changes.

For each agent \( M \), a rule in the program of \( M \) is a Horn clause described with a head \( H \), required and/or preferential constraints \( C \), and atoms \( B_1, B_2, \ldots, B_n \) in the following form:

\[
H \leftarrow C \upharpoonright B_1, B_2, \ldots, B_n
\]

Each atom is expressed as either \( p(t_1, t_2, \ldots, t_n) \) called a non-askable atom or \( p(X_1, X_2, \ldots, X_n) \) called an askable atom, where \( S \) is a child agent of \( M \), \( p \) is a predicate symbol, \( t_1, t_2, \ldots, t_n \) are terms, and \( X_1, X_2, \ldots, X_n \) are variables. Each constraint is either required or preferential.

The problem that should be solved concerning a MAS is called a goal, which is expressed as an askable atom \( p(X_1, X_2, \ldots, X_n) \) for the root agent \( r \). A solution to the problem is expressed as a valuation of variables \( X_1, X_2, \ldots, X_n \). In general, there exist multiple solutions to a problem, and the set of all the solutions is called the solution set.

We use preferential constraints to express default knowledge. Typically, we use weaker constraints for agents closer to the root, using the strongest constraints for the external agents.

Formally, a MAS is defined with an agent hierarchy and a set of the programs associated with the agents in the hierarchy.

Definition 2 (MAS). A MAS is a pair \( \langle H, \mathcal{P} \rangle \), where \( H \) is an agent hierarchy, and \( \mathcal{P} \) is a set of programs \( P_M \) of \( M \in \text{int}(H) \cup \text{ext}(H) \).

Now we show an example of describing a MAS by using our framework. It reserves a twin or single room by checking the availabilities of two users, which we construct by rewriting the example given in the previous work (Hosobe et al., 2010).

Example 1. Consider a MAS \( \langle H, \mathcal{P} \rangle \), where \( H \) is the agent hierarchy depicted in Figure 1, and \( \mathcal{P} \) is the set of the following programs \( P_r, P_a, P_b, P_{r'}, \) and \( P_{b'} \).

- The programs \( P_r, P_a, \) and \( P_b \) of the internal agents \( r, a, \) and \( b \) respectively are defined as follows.

![Figure 1: A MAS with a root agent \( r \), non-root internal agents \( a \) and \( b \), and external agents \( a' \) and \( b' \).](image-url)
– Program \( P_r \) of \( r \):
\[
\text{reserve}(R, L, D) @ r \leftarrow \\
R = \text{twin\_room}, L = [a, b] || \\
\text{available}(D)@a, \text{available}(D)@b
\]
\[
\text{reserve}(R, L, D) @ r \leftarrow \\
R = \text{single\_room}, L = [a] || \\
\text{available}(D)@a, \text{unavailable}(D)@b
\]
\[
\text{reserve}(R, L, D) @ r \leftarrow \\
R = \text{single\_room}, L = [b] || \\
\text{unavailable}(D)@a, \text{available}(D)@b
\]

\[
\text{available}(D)@a \leftarrow \text{free}(D)\at a \quad \text{unavailable}(D)@a \leftarrow \text{busy}(D)\at a \\
\text{free}(D)\at a \leftarrow \text{medium}(D) \in \{1, 2\} \quad \text{busy}(D)\at a \leftarrow \text{medium}(D) \in \{3\}
\]

\[
\text{available}(D)@b \leftarrow \text{free}(D)\at b \quad \text{unavailable}(D)@b \leftarrow \text{busy}(D)\at b \\
\text{free}(D)\at b \leftarrow \text{medium}(D) \in \{2\}
\]

- The programs \( P_a \) and \( P_b \) of the external agents \( a \) and \( b \) respectively indicate their answers, and are defined with the rules with strong constraints. For example, \( P_a \) is defined as \( \emptyset \) (i.e., no answers), and \( P_b \) is defined as follows.

- Answer \( P_b \) of \( b' \):
\[
\text{free}(D)\at b' \leftarrow \text{strong}(D) \in \{2, 3\}
\]

The intuitive meaning of this example is as follows. Agents \( a' \) and \( b' \) are the external ones corresponding to the two users. Agents \( a \) and \( b \) are the internal ones that automatically answer to a posed query by using their default knowledge as well as by asking \( a' \) and \( b' \) about their actual availabilities respectively. Agent \( r \) is the root that processes the entire coordination by asking \( a \) and \( b \) about their availabilities. The programs of \( r, a, \) and \( b \) and the answer of \( b' \) can be understood as follows.

- Program \( P_r \) of \( r \) reserves a twin room for the day when both \( a \) and \( b \) are available, and reserves a single room for the day when only one of them is available. In addition, it has default knowledge that \( a \) and \( b \) are available on days 1, 2, and 3.

- Program \( P_a \) of \( a \) answers the availability of \( a' \) to the query of \( r \). In addition, it has default knowledge that \( a' \) is free on days 1 and 2 and is busy on day 3.

- Program \( P_b \) of \( b \) answers the availability of \( b' \) to the query of \( r \). In addition, it has default knowledge that \( b' \) is free on day 2.

- Answer \( P_b \) of \( b' \) replies to the query of \( b \) that this user is free on days 2 and 3.

1. \( P \leftarrow P_r \)
2. \( (\emptyset, \emptyset) \leftarrow \text{solve}(Q@r, P, \emptyset) \)
3. Output \( \emptyset \) as the initial answer
4. \textbf{loop}
5. Await an answer \( P' \) from a child
6. \( P \leftarrow P \cup P' \)
7. \( (\emptyset, \emptyset) \leftarrow \text{solve}(Q@r, P, \emptyset) \)
8. Output \( \emptyset \) as a revised answer
9. \textbf{end loop}

Figure 2: Algorithm of root agent \( r \) with program \( P_r \) for processing goal \( Q@r \).

This example uses strong, medium, and weak as the strengths of the preferential constraints in the default knowledge, more specifically using strong for \( a' \) and \( b' \), medium for \( a \) and \( b \), and weak for \( r \). It makes the MAS treat the knowledge of the actual users \( a' \) and \( b' \) by the highest priority, the default knowledge of \( a \) and \( b \) working for the individual users by the next highest priority, and the default knowledge of \( r \) working for the entire coordination by the lowest priority.

### 4.2 Speculative Computation for MASs

We present how to perform speculative computation for MASs in our framework. The execution is started by submitting a goal to the root agent of a MAS. During the execution, internal agents send askable atoms to their child agents when necessary, and the children answer to their parents by returning the necessary rules for the derivation of the askable atoms.

Given a MAS \( (H, P) \), the root agent \( r = \text{root}(H) \) is executed basically in the same way as ordinary HCLP.

The main difference is that it revises its program \( P \) with the progress of the execution of the MAS. The execution of the MAS is started by submitting a goal \( Q@r \) to \( r \). Initially, \( P \) is the same as the program \( P_r \) of \( r \). After computing the solution set of \( P \) for \( Q@r \), \( r \) outputs it as the initial answer, and moves to the waiting state. When \( r \) receives an answer from a child agent of it, it updates \( P \) by adding the answer, recomputes the solution set of \( P \) for \( Q@r \), outputs it as a revised answer, and moves to the waiting state again. Figure 2 shows this algorithm.

When root agent \( r \) computes a solution set, it processes each atom as follows.

- If the atom is a non-askable one for \( r \), it is processed in the same way as ordinary HCLP.
- If the atom is an askable one, \( P(X_1, X_2, \ldots, X_n)@a \), for a child agent \( S \) of \( r \), it is processed as follows.
  1. If \( r \) has not yet processed this askable atom, \( r \)
1: Φ′ ← Φ
2: Ψ ← ∅
3: for each “Q@r ← C || B1, . . . , Bn” in P do
4: C′ ← C
5: for i ← 1 to n do
6: if Bi is an askable atom from its parent agent par then
7: Φ′ ← Φ′ ∪ {Q@S}
8: end if
9: end for
10: Update C’ by processing Bj in the same way as ordinary HCLP
11: end for
12: Ψ ← Ψ ∪ {C’}
13: end for
14: Compute the best solutions Θ to Ψ by performing the inter-hierarchy comparison
15: return ⟨Θ, Φ’⟩

Figure 3: Algorithm solve(Q@r; P, Φ) of root agent r for computing the solution set of program P for goal Q@r and processed askable atoms Φ.

1: Φ ← ∅
2: loop
3: Await an askable atom Q@M from par(M) or an answer P’ from S ∈ chi(M)
4: if Q@M was received from par(M) then
5: Collect all the necessary rules P ⊆ PM for the derivation of Q@M
6: for each “Q@M ← C || B1, . . . , Bn” in P do
7: for i ← 1 to n do
8: if query Bi is an askable atom Q@S for S ∈ chi(M) and Q@S /∈ Φ then
9: Send Q@S to S
10: Φ ← Φ ∪ {Q@S}
11: end if
12: end for
13: end for
14: Send P to par(M)
15: else if P’ was received from S
16: Send P’ to par(M)
17: end if
18: end loop

Figure 4: Algorithm of a non-root internal agent M with program PM for processing askable atom Q@M.

5 IMPLEMENTATION

We implemented a prototype MAS processor based on our framework in the Scala language. In addition, we constructed an algorithm for solving constraint hierarchies that is necessary for processing HCLP programs, and implemented the solver by using the satisfiability modulo theories (SMT) solver Z3 (de Moura and Bjørner, 2008). The MAS processor and the constraint hierarchy solver consist of approximately 700 lines of code in total.

6 CASE STUDY

In this section, we illustrate the execution of the MAS in Example 1 as a case study on how our framework works. It is started with a goal reserve(R, L, D)@r for root agent r (Figure 5(a)).

Initially, agent r holds only P, as the internal program P. It obtains the following initial tentative solution set by processing this P, which is an effect of speculative computation (Figure 5(b)).

R=twin_room, L=[a,b], D=1
R=twin_room, L=[a,b], D=2
R=twin_room, L=[a,b], D=3

These were obtained from the default knowledge
of $r$ meaning that both $a$ and $b$ are available on days 1, 2, and 3. Also, note that, during this process, $r$ sent askable atoms $\text{available}(D)@a$ and $\text{unavailable}(D)@a$ to its child agent $a$, and $\text{available}(D)@b$ and $\text{unavailable}(D)@b$ to its child agent $b$.

Next, suppose that agent $a$ returns rules $\text{available}(D)@a \leftarrow \text{free}(D)@a'$ and $\text{free}(D)@a' \leftarrow \text{medium} \ D \in \{1, 2\}$ by answering to the query $\text{available}(D)@a$ of $r$. Then $r$ updates $P$ by merging these rules, and obtains the following revised tentative solution set by processing the updated $P$ (Figure 5(c)).

$$R=twin\_room, L=[a,b], D=1$$
$$R=twin\_room, L=[a,b], D=2$$

These reflect part of the default knowledge of $a$ meaning that $a'$ is free on days 1 and 2. Note that this revised answer dropped the reserve of a room for day 3 because $\text{free}(D)@a' \leftarrow \text{medium} \ D \in \{1, 2\}$ (originally in $P_a$) has a stronger constraint than $\text{available}(D)@a \leftarrow \text{weak} \ D \in \{1, 2, 3\}$ (originally in $P_a$). Also, note that $a$ sent askable atom $\text{free}(D)@a'$ to its child agent $a'$.

Next, suppose that agent $a$ returns rules $\text{unavailable}(D)@a \leftarrow \text{busy}(D)@a'$ and $\text{busy}(D)@a' \leftarrow \text{medium} \ D \in \{3\}$ by answering to the query $\text{unavailable}(D)@a$ of $r$. Then $r$ updates $P$ and obtains the following revised solution set (Figure 5(d)).

$$R=twin\_room, L=[a,b], D=1$$
$$R=twin\_room, L=[a,b], D=2$$
$$R=\text{single\_room}, L=[b], D=3$$

These reflect other part of the default knowledge of $a$ meaning that $a'$ is busy on day 3, introducing the reserve of a single room for day 3. Also, note that $a$ sent askable atom $\text{busy}(D)@a'$ to $a'$.

Next, suppose that agent $b$ returns rules $\text{available}(D)@b \leftarrow \text{free}(D)@b'$ and $\text{free}(D)@b' \leftarrow \text{medium} \ D \in \{2\}$ by answering to the query $\text{available}(D)@b$ of $r$. Then $r$ updates $P$ and obtains the following revised solution (Figure 5(e)).

$$R=twin\_room, L=[a,b], D=2$$

This reflects the default knowledge of $b$ meaning that $b'$ is free on day 2. Note that this answer dropped the reserve of rooms for days 1 and 3 because $\text{free}(D)@b' \leftarrow \text{medium} \ D \in \{2\}$ (originally in $P_b$) has a stronger constraint than $\text{available}(D)@b \leftarrow \text{weak} \ D \in \{1, 2, 3\}$ (originally in $P_b$). Also, note that $b$ sent askable atom $\text{free}(D)@b'$ to its child agent $b'$.

Next, suppose that agent $b$ returns rule $\text{unavailable}(D)@b \leftarrow \text{busy}(D)@b'$ by answering to the query $\text{unavailable}(D)@b$ of $r$. Then $r$ updates $P$ and obtains the following solution (Figure 5(f)).

![Figure 5: Execution of the MAS in Example 1.](image-url)
This is the same as the previous one because \( b \) does not have default knowledge about \( \text{busy}(D)@b' \). Note that \( b \) sent askable atom \( \text{busy}(D)@b' \) to \( b' \).

Finally, suppose that agent \( b' \) returns \( \text{free}(D)@b' \leftarrow \text{strong } D \in \{2,3\} || \) by answering the query \( \text{free}(D)@b' \) of \( b \), which follows that \( b \) further sends it to \( r \). Then \( r \) updates \( P \) and obtains the following solution (Figure 5(g)).

These reflect the own knowledge of \( b' \) meaning that this user is free on days 2 and 3.

7 DISCUSSION

Our main point in this work was to devise a simplified framework for speculative computation for MASs. As described in Section 1, the previous frameworks became complicated. It should be noted that this complication caused other problems. One obvious problem is that the resulting frameworks were difficult to implement. Another problem is that it was difficult to theoretically investigate properties of the resulting frameworks; in fact, the proof of the correctness of the algorithm associated with such a framework was a huge task (see, e.g., the appendix of (Hosobe et al., 2010), which provides the proofs of the soundness and the completeness of the given algorithm). Another problem is that it is difficult to devise a more powerful framework by extending such a complicated framework. The complication occurred because the previous frameworks were achieved by performing speculative computation and default rule handling within the same mechanisms.

To solve the complication problem, we adopted a different approach. We separated speculative computation and default rule handling to devise our framework. For default rule handling, we based our framework on HCLP instead of CLP, which was used in several studies on speculative computation for MASs (Ceberio et al., 2006; Hosobe et al., 2007; Hosobe et al., 2010; Ma et al., 2010b; Satoh et al., 2003). By this, we realized default rule handling declaratively rather than operationally, which is a primary cause of the simplification. To enable speculative computation for MASs, we constructed a computational mechanism where agents in a hierarchical MAS progressively exchange necessary information to speculatively compute tentative answers. The resulting computational mechanism also is sufficiently simple, and it is easy to understand what operations the agents perform in the course of speculative computation. Also, it should be noted that our framework treats hierarchical MASs and default constraints in a similar way to the work (Hosobe et al., 2010), which was one of the most advanced (and complicated) frameworks for speculative computation for MASs.

We consider that the expressive power of our framework is higher than those of the previous CLP-based MAS frameworks. This is because our framework is based on HCLP, which allows us to more freely associate preferences with default constraints, unlike the previous CLP-based frameworks that embedded default constraint handling in their specialized computational mechanisms. However, we have not yet clarified how our framework is more powerful than the previous ones. To explore the expressive power of our framework, it is necessary to experimentally explore how preferences of constraints can be utilized to model and process various MASs. Also, it is necessary to theoretically clarify relations of our framework with the previous CLP-based one for speculative computation for MASs, which needs to formally present and prove theorems about the relations. In addition, it is necessary to investigate how our framework is related with other previous frameworks than the CLP-based ones.

8 CONCLUSIONS AND FUTURE WORK

We proposed an HCLP-based framework for speculative computation for MASs. While the previous frameworks were based on CLP and were complicated, we used HCLP with constraint hierarchies to express the default knowledge of agents and to realize speculative computation for MASs, which simplified our framework. We also presented the prototype implementation of our framework and illustrated the execution of an example based on our framework.

Our future work is to explore the expressive power of our framework. More specifically, we will experimentally investigate the modeling and processing of various and more complex MASs in our framework. Also, we will clarify relations of our framework with previous CLP-based frameworks for speculative computation for MASs, for which we will formally present and prove theorems about the relations. In addition, we will improve the speculative computation of our framework. For this purpose, by incorporating incremental computation as in previous related work, we will improve the efficiency of recomputing solutions after obtaining tentative ones.
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