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Abstract: Learning heuristic functions for classical planning algorithms has been a great challenge in the past years. The biggest bottleneck of this technique is the choice of an appropriate description of the planning problem suitable for machine learning. Various approaches were recently suggested in the literature, namely grid-based, image-like, and graph-based. In this work, we extend the latest grid-based representation with layered architecture capturing the semantics of the related planning problem. Such an approach can be used as a domain-independent model for further heuristic learning. This representation keeps the advantages of the grid-structured input and provides further semantics about the problem we can learn from. Together with the representation, we also propose a new network architecture based on the Cellular Simultaneous Recurrent Networks (CSRN) that is capable of learning from such data and can be used instead of a heuristic function in the state-space search algorithms. We show how to model different problem domains using the proposed representation as well as explain the new neural network architecture and compare its performance in the state-space search against existing classical planning heuristics and heuristics provided by the state-of-the-art.

1 INTRODUCTION

Classical planning in conjunction with machine learning can create a powerful general problem-solving system that can be applied to real-world problems as well as existing classical planning benchmarks. Using machine learning to infer a heuristic and possibly improve planning state-space search algorithm is a widely discussed topic that is being tackled from many sides. Despite many existing state-of-the-art approaches, there is not a single standard technique that could be used for heuristic computation, as problem representation often becomes a cornerstone. Standard modeling languages such as PDDL (Ghallab et al., 1998) has been used in off-shelf planners for years, but their logic-like structure is difficult to process by machine learning techniques such as neural networks. That is why many existing approaches use an alternative problem representation to make the data better structured for neural networks.

One of the first examples is (Groshev et al., 2018) where authors used a 2D grid representation of the Sokoban puzzle to compute a policy using a convolutional neural network (CNN). Following works such as (Urbanovská and Komenda, 2021) and (Urbanovská and Komenda, 2022) have used 2D grid representation for the Sokoban puzzle as well as other different domains that natively contain a grid structure. A similar approach is used with the Cellular Simultaneous Recurrent network (CSRN) in (Ilin et al., 2008) where authors use a neural network to compute a heuristic function for a maze traversal problem.

Another alternative is using the graph representation of the problem and processing it through graph neural networks (GNN). This approach has been used as a domain-independent heuristic in (Shen et al., 2020) as authors represented a relaxed version of the planning problem by a graph to compute the heuristic function. Another approach is (Stählberg et al., 2022) which uses graph representation created from PDDL predicates to learn a policy that leads the state-space search. A slightly different approach is proposed in (Toyer et al., 2020) where authors use the PDDL structure to build the neural network for each planning domain.

The work (Urbanovská and Komenda, 022a) dis-
cusses different possible grid representations of planning problems suitable for machine learning. Many classical planning benchmarks contain an underlying grid structure and therefore problem representations proposed in (Urbanovská and Komenda, 2022a) apply to them.

In this work, we propose a novel semantically layered problem representation based on principles introduced in (Urbanovská and Komenda, 2022a) together with a modified version of the CSRN architecture suitable for processing such representation. We model several planning domains with underlying grids to show the advantages and limitations of this approach. Lastly, we compare the performance of the trained networks to the existing classical planning heuristics in terms of performance in a search algorithm.

2 SEMANTICALLY LAYERED PLANNING PROBLEM REPRESENTATION

Representation of the planning problems can often be a bottleneck for any machine learning algorithm. Many works focus on problems that are representable in 2D (Groshev et al., 2018), (Urbanovská and Komenda, 2021), (Chrestien et al., 2021), (Ilin et al., 2008), (Urbanovská and Komenda, 2022), however, those are often not domain-independent. This problem has been addressed in (Urbanovská and Komenda, 2022a) which showed a possible extension to the 2D grid representation that could lead to a domain-independent representation for many existing planning benchmark domains. It also showed that the domains without an implicitly defined grid can be modified using expert knowledge to fit into the 3D grid representation and still be processable by existing grid-based approaches.

In this work, we build on the ideas proposed in (Urbanovská and Komenda, 2022a) and show that they are beneficial for the learning of heuristic functions and that they allow for expressing more complex domains that cannot be formulated on a 2D grid.

We propose the semantically layered grid representation which is based on the various semantic elements of the planning problem (a subset of objects, predicates, facts, and/or actions), which can be expressed in STRIPS (Fikes and Nilsson, 1971) or PDDL (Ghallab et al., 1998). Therefore, this approach could be further extended in the future to contain an automatic conversion from PDDL straight to the 3D semantically accurate grid representation. At this time, we are using a handcrafted representation reflecting the problem’s semantics.

The semantically layered representation has three dimensions. The first two copy the size of the grid on the input, and the third dimension contains semantically different layers, where each layer corresponds to a different element in the problem instance. The number of layers can be constructed in two ways. The first one is layer per object type which creates one semantic layer for one type of object. This way of generating the layers creates a smaller representation in terms of the number of layers, but it can also lead to problems with the encoding of certain problem domains. A good example is the Tetris domain, where we can have multiple blocks of the same type that would be impossible to tell apart in this representation.

The second one is the layer per object instance that creates one semantic layer for every instance of every type. One disadvantage of this representation is the high number of layers it can possibly generate. Therefore, it slows down the computation of the network as it enlarges the input data. One great advantage is the amount of information it can represent. Let us take the Tetris example again, where we can represent every Tetris block within its own layer. That provides us with complete information about the problem instance and its objects.

To differentiate between these two representations, we address the layer per object type input representation as one-layer representation and the layer per object instance input representation as multi-layer representation.

![Figure 1: General structure of the vector representation created for every grid cell in the semantically layered representation.](image)
2.1 Example Problem Formulations

Let us start with the simplest domain originally used with CSRN, which is the maze domain. One instance of the maze problem contains walls and free cells and an agent which is supposed to get to a certain goal location in the maze. This problem can be represented by a 2D grid. We can also model it in the semantically layered representation. Since the maze has only one agent and one goal position, the one-layer and multi-layer representations are identical.

Figure 1 shows how to create such a representation. We create one layer for the free cells, one layer for the walls, and one layer for the agent. Each layer has binary values based on the objects’ positions in the grid. Next, we create the vector representation for each grid cell in every layer as displayed in Figure 1. First, we have \( n + 1 \) values, where \( n = \) number of slices present in the representation and the last binary value represents a goal condition. Goal condition means that the object represented by the slice at that grid cell should appear in a goal state. For example, the maze would have that value equal to one at the agent slice on the grid cell that corresponds to the goal’s location. Next, there are \( m \) values that are received from the neighboring grid cells every iteration, and lastly, we have \( h \) hidden states produced by the cell network in the last iteration. Examples of the vectors representations for the maze domains are shown in Figure 3.

Now, let us take the Sokoban puzzle as an example of a more complex domain. A Sokoban instance has walls, free tiles, boxes, an agent, and goal positions which have to have boxes on them to reach the goal. Different entities can overlap each other, therefore using a 2D grid by itself can be limiting for the neural network to express that a box is standing on a goal cell or that an agent is standing on a goal cell. This can be easily solved by the semantically layered representation. We create a layer for walls, spaces we can step on, the agent, boxes, and goal positions. This would be when using the one-layer representation. In the bottom row, we can see the difference when using the multi-layer representation, where we have a separate slice for every box and every goal position. Since boxes and goal positions are represented by a one grid cell and not multiple grid cells, we can tell them apart even in the one-layer representation. Also in Sokoban, the boxes and goals are homogeneous, meaning there is no difference in what box ends up on what goal position, which allows for the more concise one-layer representation.

3 SEMANTICALLY LAYERED CSRN

Since we proposed a new semantically layered representation of the grid-based planning problems, we have to create a new architecture that can process it. Therefore, we propose the semantically layered CSRN (sCSRN). This architecture is scale-free and holds the original CSRN’s principles and extends them to the semantically layered representation with the same goals—to compute heuristic values usable in the state space search algorithms with grid-based planning problems.

Neighborhood Function. Originally, the CSRN architecture used the 4-neighborhood of every grid cell for sending and receiving information from other cells. By adding a third dimension to the input, we have to communicate across the layers as well. Since we want this neighborhood function to stay domain-independent, we replaced it with the 6-neighborhood function that communicates with all surrounding grid cells and also wraps in all 3 dimensions. The original 4-neighborhood was corresponding to the available actions in the maze domain. Therefore, we hypothesize that this can cause worse results as the neighborhood no longer correspond to actual planning actions.

Vector Representation of Grid Tiles. The cell networks process each grid cell’s vector representation that is based on the information about the cell, values sent by neighboring cells, and hidden states produced by the cell network in the previous recurrent iteration. In (Ilin et al., 2008), the vector representation included information about the grid cell being a wall or a goal that was caused by the usage on one domain. In different domains, we need to express more than that, and extending to the 3D also calls for encoding the identity of the grid layer we are processing. Therefore, the first \( n \) values in the vector representation include one binary value for every layer type, therefore every layer’s grid cells know their semantics. The general schema for the vector representation is shown in Figure 1.

Goal Condition. Another change to the vector representation of the grid cells is also the goal condition binary value that is placed after the layer encoding. The goal condition is equal to one in layers that have an effect on the goal at the position that is supposed to be present in the goal state. That means that we no longer just have a grid cell equal to a goal (position) like we had in the maze domain. Now we can express more complex goal conditions similar to how we express them in STRIPS, using a set of facts that have to be true in a goal state. For example, in the Tetris domain, we can now express in every block’s
As a side metric, we use the error function described in (Urbanovská and Komenda, 2022) that through our architecture and receive the output which has one layer corresponding to each input layer. By masking every output layer with the binary masks we created at the beginning, we have a masked input that only highlights values relevant to the position of the object in the current state that is on the input. We then flatten the masked output layers and obtain a 2D heuristic projection we can use in the search. This approach is inspired by the potential heuristic (Pomerening et al., 2015) from Classical Planning, where we sum the potentials of facts that are present in the state despite computing the potentials for all of them.

3.1 Unfolded-slCSRN

The new input representation provides us with more expressivity and information about the problem’s semantics. However, it also requires more communication across the semantically layered grid to propagate any information. The capacity of a CSRN network where all cell networks share weights is relatively small, and we hypothesized that a very low number of parameters might be limiting to learning the heuristic function. Therefore, we created an alternative to the slCSRN with more trainable parameters, but the same scalability. We call it the unfolded-slCSRN. The structure of the network is the same as slCSRN, but every recurrent iteration has its own trainable set of weights that are shared among all cell networks.

3.2 Training

Training of the slCSRN and unfolded-slCSRN is done in the same manner as in (Urbanovská and Komenda, 2022). We use ADAM optimizer (Kingma and Ba, 2015) together with the monotonicity measuring loss function as described in (Urbanovská and Komenda, 2021).

As a side metric, we use the error function described in (Urbanovská and Komenda, 2022) that

<table>
<thead>
<tr>
<th>Maze in 2D</th>
<th>Free space layer</th>
<th>Wall layer</th>
<th>Agent layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 0 0 0 0 0 0 0</td>
<td>1 1 1 1 1 1 1 1</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>2</td>
<td>0 1 1 1 0 1 0 0</td>
<td>1 0 0 0 1 0 1 0</td>
<td>0 1 0 0 0 0 0 0</td>
</tr>
<tr>
<td>3</td>
<td>0 1 0 1 1 1 0 1</td>
<td>0 1 0 0 1 1 1 1</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>4</td>
<td>0 1 0 1 0 0 0 0</td>
<td>1 0 1 0 1 1 1 1</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>5</td>
<td>0 0 0 1 1 0 1 0</td>
<td>1 1 1 1 1 1 1 1</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>6</td>
<td>0 1 1 1 1 1 1 0</td>
<td>1 1 1 1 1 1 1 1</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>7</td>
<td>0 0 0 0 0 0 0 0</td>
<td>1 1 1 1 1 1 1 1</td>
<td>0 0 0 0 0 0 0 0</td>
</tr>
</tbody>
</table>

Figure 2: One-layer representation of an instance of the maze problem. Maze in 2D represents the maze on the input. Next we see three semantic layers and their binary encoding on the input.

Figure 3: Vector representations of selected color-coded grid cells from the semantic layers of a maze instance shown in Figure 2 created based on the general vector representation template shown in Figure 1.
measures the number of erroneous decisions in the search that are not present in any plan that solves the problem.

To be able to compare the results with the existing state of the art, we train sICSRN and unfolded-sICSRN for the maze and the Sokoban puzzle domains. The training data set for the maze domain contains 10 samples of size $5 \times 5$. The base for the Sokoban puzzle training sets contains 100 fully evaluated $3 \times 3$ maps with one box and 28 $3 \times 3$ maps with two boxes. Every batch is constructed so it contains samples from only one problem instance, which leaves us with 128 batches to train with. We trained the architectures on the whole training set as well as only 10 randomly selected batches to see how the selection of training data influences the performance of the trained networks.

The parameters of the architecture were selected from the following:

- number of recurrent iterations $= \{10, 20, 30\}$
- number of hidden states $= \{5, 15, 30\}$

We also used both one-layer and multi-layer representations to see if they have any impact on the abilities of the trained networks.

4 EXPERIMENTS

The experimental evaluation is comparing the results with versions of CSRN from (Urbanovská and Komenda, 2022) and state-of-the-art classical planning heuristics. We take the selected trained networks and plug them into a search algorithm as a heuristic function. We measure three metrics in total to determine the performance of the trained networks—average path length (avg_pl), average number of expanded states (avg_ex), and coverage (cvg). Coverage is the most important of these as it shows the percentage of solved problems in the provided set.

4.1 Comparison of Trained Networks

We trained both sICSRN and unfolded-sICSRN with the one-layer and multi-layer representation to see how the performance changes and if there is a trade-off between the complexity of the input, training time, and final performance.

Of the two selected problem domains, Sokoban is the more complex one, and therefore we choose it as the main indicator of the performance of the individual architecture versions and input format combinations. Each sICSRN and unfolded-CSRN was trained on the full training data set (128 batches) and 10 randomly selected batches as described in Section 3.2.

We can see that training on the whole available training set produces consistently better errors on both train and validation sets. In general, the unfolded version of the sICSRN showed better results in both one-layer and multi-layer representations, so we assume that the higher number of trainable parameters positively influences the ability of the network to learn. The configuration with the best error values overall is the unfolded-sICSRN trained on the whole training set. To be precise, it is its parametrization with 10 recurrent iterations and 15 hidden states.
The state-of-the-art planning heuristics LM-Cut (Pomerening and Helmert, 2013) and $h^{FF}$ (Hoffmann, 2001) as well as with the blind heuristic and Euclidean distance as baselines. We also included the results from (Urbanovská and Komenda, 2022) that achieved the best performance so far, to see the influence of the semantically layered representation on the performance compared to the CSRN that uses the flat 2D representation.

4.3 Discussion

The results for the maze domain are presented in Table 1. We compare the results with both state-of-the-art heuristics and the best CSRN network from (Urbanovská and Komenda, 2022). The coverage on all four data sets is equal to one, which means that all problems were solved. That is by itself a success, as the larger input for the network and its extended structure do not negatively influence the evaluation time such that the search would be excessively slowed down and unable to find the solutions in time.

The smallest $8 \times 8$ data set is the only one that does not have an average path length equal to the optimal value. The average number of expanded states is larger than in the case of the CSRN. The maze domain does not benefit from the multidimensional representation due to its low complexity. Therefore, we were not expecting a great impact on the results when using the semantically layered representation. This hypothesis showed to be true, as the results of the unfolded-slCSRN are on par with the CSRN.

The results for the Sokoban domains are in Table 2. Since Sokoban is a PSPACE-complete problem (Culberson, 1997), the performance difference is expected to be a lot more prominent. We can see this on coverage, where the maximum amount of solved problems is equal to 96%. The best coverage achieved on the $10 \times 10$ data set is 10%.

A possible cause, in this case, could be the evaluation time of the new architectures. Especially the ones using the multi-layer representation which is more costly to evaluate as the input’s size increases with the number of objects in the problem instance. That prolongs the runtime of the whole algorithm. This can be seen at the unfolded-slCSRN-multi-layer as it reaches the lowest coverage on the $10 \times 10$ data set and also at the slCSRN-multi-slice as it has the lowest coverage at the $8 \times 8$ data set.

The overall best results from the proposed architectures are the unfolded-slCSRN-one-layer results. This can be due to the increased information capacity that comes with the unfolded version and also with the relatively small input size. This suggests that the
Sokoban puzzle might require the level of semantics provided by the one-layer representation and it does not benefit from a further extension of the information on the input by using the multi-layer representation.

Another reason could be the output interpretation described in Section 3. By getting rid of the third dimension of the output due to practical reasons, we might be losing a certain amount of information that might improve the heuristic estimate. In the future, we would like to focus on different ways of interpreting the heuristic that would avoid this issue and might provide even better information on how to guide the state space search.

Even though we did not outperform the state-of-the-art results of the CSRN architecture in the planning experiments, we have shown that the semantically layered representation can be used in the search, in the maze domain even without significantly slowing down the algorithm and compromising the results. In the Sokoban domain, we showed how the amount of training data influences the learning as the networks trained on the full available data set performed the best. The results encourage us to implement more domains into this representation and look for ones that are possibly going to benefit from the multi-layer representation and the extended information it provides.

### 5 CONCLUSIONS

We have proposed two novel representations for grid-based planning problems that can be used as a domain-independent representations. Both the one-layer and the multi-layer representation provide additional semantics to the planning problem, in opposition to the 2D grid representation used in the previous state of the art.

To process this new representation, we proposed two versions of the CSRN architecture. The siCSRN with similar principles and weights shared among the cell networks. And the unfolded-siCSRN provides a larger information capacity as it shares a different set of weights among the cell networks in every recurrent iteration.

We trained the siCSRN and unfolded-siCSRN with both one-layer and multi-layer representations and compared the performance of the trained networks to classical planning heuristics and the CSRN architecture.

The results for the maze domain were on par between the CSRN and unfolded-siCSRN. The main difference was seen in the Sokoban domain. Its performance is influenced by the complexity and runtime of the newly introduced unfolded-siCSRN network, as well as by the exponential state space the Sokoban puzzle has.

This representation may be a great step in the possible domain-independent heuristic computation for planning problems on grids. As proposed in (Urbanovská and Komenda, 022a), many planning benchmarks can be modeled on grids even without the necessary underlying structure. This representation allows us to use graph-based methods as well as image-based methods to analyze heuristic computation for planning problems using neural networks.
In the future, we would like to focus on modeling more problem domains and extending the results to a more domain-independent setting. We would also like to create a system that would be able to create the semantically layered representation solely from the PDDL as its structure copies the structure of the planning problem.
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