Sequential Spatial Transformer Networks for Salient Object Classification

David Dembinsky\textsuperscript{1,2,*}, Fatemeh Azimi\textsuperscript{1,2,*}, Federico Raue\textsuperscript{2}, Jörn Hees\textsuperscript{2}, Sebastian Palacio\textsuperscript{2} and Andreas Dengel\textsuperscript{1,2}

\textsuperscript{1}TU Kaiserslautern, Germany
\textsuperscript{2}German Research Center for Artificial Intelligence (DFKI), Germany
\{firstname.lastname\}@dfki.de

Keywords: Sequential Spatial Transformer Networks, Reinforcement Learning, Object Classification.

Abstract: The standard classification architectures are designed and trained for obtaining impressive performance on dedicated image classification datasets, which usually contain images with a single object located at the image center. However, their accuracy drops when this assumption is violated, e.g., if the target object is cluttered with background noise or if it is not centered. In this paper, we study salient object classification: a more realistic scenario where there are multiple object instances in the scene, and we are interested in classifying the image based on the label corresponding to the most salient object. Inspired by previous works on Reinforcement Learning and Spatial Transformer Networks, we propose a model equipped with a trainable focus mechanism, which improves classification accuracy. Our experiments on the PASCAL VOC dataset show that the method is capable of increasing the intersection-over-union of the salient object, which improves the classification accuracy by 1.82 pp overall, and 3.63 pp for smaller objects. We provide an analysis of the failing cases, discussing different aspects such as dataset bias and saliency definition on the classification output.

1 INTRODUCTION

With the advancement of deep learning techniques during the last decade (Krizhevsky et al., 2012; Vaswani et al., 2017), these methods achieve impressive performance in a variety of tasks such as image classification and object detection (He et al., 2015; Ren et al., 2015). The majority of architectural advances based on Convolutional Networks (Xie et al., 2017; Szegedy et al., 2017) or Transformer Networks (Dosovitskiy et al., 2020) evaluate on high-quality data such as CIFAR (Krizhevsky et al., 2009) or ImageNet (Deng et al., 2009). However, a side-product of focusing on increasing the model accuracy on specialized and curated datasets is the lack of out-of-domain generalization (Hendrycks and Dietterich, 2019) and poor performance on images where the region of interest (RoI) is not placed in the center of the image, let alone if the scene is cluttered (Jaderberg et al., 2015; Azimi et al., 2019).

In this paper, we study the task of salient object classification: A setup in which we aim at classifying the most salient object in a scene where there are multiple object instances. Previous work has proposed various solutions for this task including attention by (Mnih et al., 2014) or employing spatial transformer networks (STN), transforming the input such that it is easier to classify (Jaderberg et al., 2015; Azimi et al., 2019); however, these methods were mainly applied to simplistic scenarios and synthetic datasets.

In this work, we build on top of the Sequential Spatial Transformer Network (SSTN) algorithm (Azimi et al., 2019). We extend their work by multiple architectural and design improvements and evaluate our model on the challenging real-world dataset PASCAL VOC (Everingham et al., 2010). We choose this method as the RL-based solution in (Azimi et al., 2019) allows us to employ a variety of non-differentiable training objectives.

Our main hypothesis is that zooming in on the salient object and cropping out secondary objects regarded as clutter is beneficial for the classifier. Hence, increasing the Intersection over Union (IoU) of the salient object (i.e. the ratio between the salient object’s bounding-box area and the image area) can be used as a training signal. We study this assumption in Section 4.3.1.

Thanks to the availability of object detection information in PASCAL VOC (Everingham et al., 2010), we use bounding-box information to compute
the IoU of different object instances in the scene. Instead of relying on human annotations for identifying the salient object, we resort to the following approximation: we assume object size as an estimator for saliency and consider the largest object as the salient one. We extend the algorithm proposed in (Azimi et al., 2019) by employing Q-Learning, which is a more effective algorithm in terms of scaling to high dimensional input data such as images. Moreover, we propose reward-shaping functions that attempt to directly increase the IoU of the salient object, resulting in improved classification accuracy. Our method named DQ-SSTN increases the IoU of the salient object by 11.31 pp and the overall classification accuracy by 1.82 pp. We observe that our method is especially effective for smaller objects (objects that cover less than 20 percent of the image area), where we obtain an improvement of 3.63 pp in accuracy. In Section 4.4 we study the effect of the dataset characteristics and saliency assumptions in failure scenarios.

2 RELATED WORK AND BACKGROUND

In this section, we provide the preliminaries used as the foundation of our work. We briefly give an overview of the utilized algorithms from the reinforcement learning literature, followed by an introduction to Sequential Spatial Transformer Networks.

2.1 Reinforcement Learning

Reinforcement Learning (RL) is a learning paradigm for training a learner (agent) by maximizing an objective via interacting with an environment and learning from the acquired experiences (Sutton and Barto, 2018). The RL framework is based on a Markov Decision Process (MDP) consisting of a set of states $s$, actions $a$, and rewards $r$. The goal is to train an agent which maximizes the reward function via searching for the optimal action-selection policy through interactions with the environment, as shown in Figure 1. Each action selection results in receiving a reward and a change in the current state.

The proposed algorithms for finding the optimal action policy can be categorized into two main groups of Policy Gradient and Q-learning. In this paper, we utilize Q-learning due to its good performance in processing high-dimensional states such as images (Mnih et al., 2013). In Q-learning, the model learns a value function $q^*$ that estimates the expected reward for each state-action pair. This function is learned based on the Bellman Optimality equation:

$$q^*_θ(s,a) = r(s,a) + γ \max_{a'} q^*_θ(s',a')$$ (1)

where $γ$ is a hyperparameter and $θ$ represents the network’s parameters. Since Equation 1 is greedy (max operator) and initially the model is not trained, we use the $ε$-greedy strategy, a trade-off between exploration of the state-action space and exploitation of the expected rewards (Equation 2). Exploration decreases with the number of taken steps $n$ with decay $d$:

$$a^* = \begin{cases} a_{rand}, & \text{if } p < ε_{end} + (1 - ε_{end}) \cdot e^{-\frac{n}{d}} \\ \arg \max \hat{q}(s,a), & \text{otherwise} \end{cases}$$ (2)

$ε_{end}$ corresponds to an action selected randomly, $p \sim U(0,1)$, and $ε_{end}$ and $d$ are hyperparameters.

In Equation 1, there is a strong correlation between consecutive updates, which is detrimental to the training procedure. This limitation is addressed by utilizing a replay memory (Mnih et al., 2013), as a way to break the correlation between the training samples. In the replay memory, each experience $(s,a,r,s')$ is stored in a buffer and then drawn at random to perform a training step. Since the update rule in Equation 1 is dependent on the old parameters itself ($θ$), a target network is additionally used for predicting the expected reward (Mnih et al., 2015). The target network has an identical architecture as the agent network ($q$ in Equation 1). It is not trained by gradient descent, but its weights are periodically updated from the agent network.

2.2 Spatial Transformer Networks

The Spatial Transformer Network (STN) (Jaderberg et al., 2015) is a network architecture proposed to learn modifying the input image by generating parameters of an affine transformation. The network’s parameters are trained by minimizing a differentiable objective such as classification loss. (Azimi et al., 2019) propose a Sequential Spatial Transformer Network (SSTN), which uses RL to find the optimal...
transformation. Rather than generating continuous transformation parameters, they decompose the transformation into a sequence of discrete and predefined simple transformations, which are chosen iteratively.

We extend their approach, as the RL-based formulation allows us to work with non-differentiable objectives, as discussed in the following section.

3 METHOD

In this section, we study the problem of salient object classification where saliency is determined based on an object’s bounding-box size, as discussed further in Section 4.1.1 Opposite to standard image classification models working with curated images centered around a single salient object (Krizhevsky et al., 2009; Deng et al., 2009), we focus on a more realistic scenario where input images are cluttered with multiple objects and the network has to classify the image based on the most salient object. Since the original SSTN method (Azimi et al., 2019) is limited to processing small, gray-scale images, our goal is to extend this algorithm for working with real-world data.

While SSTN uses Policy Gradient for training the RL agent, we employ the Q-learning algorithm as it works better for higher-dimensional data. Additionally, we experiment with a variety of reward functions, that based on different metrics, aim to boost the performance of the downstream classifier. Thanks to the RL-based framework, our model is flexible to work with non-differentiable training objectives. Figure 2 visualizes the overall architecture of our model.

As mentioned in Section 2.1, to describe the MDP framework, we have to define state space, action set, and reward functions. For the state space $s_t$, we consider the transformed image at time $t$, which has undergone a sequence of transformations (the actions selected by the agent). Our action set $a_t$ consists of 6 discrete affine transformations with fixed parameters including translation in 4 directions, zooming and identity. Identity allows early stopping while training in batches and using a fixed transformation length $T$.

Regarding the reward $r_t$, we initially experiment with the functions proposed by (Azimi et al., 2019) referred to as Continuous loss-reward and Discrete Acc-reward. Continuous loss-reward is the difference between the classification loss before and after applying the selected action (hence the reward is positive when reducing the loss value). Discrete Acc-reward rewards the agent with $+1$ if the classifier’s prediction changes from incorrect to correct or $-1$ vice-versa.

We further explore the possibility of improving the classifier accuracy by learning to increase the IoU of the salient object. To this end, we positively reward the agent when the selected action results in increasing the area of the salient object. This way, the agent is encouraged to zoom around the salient object. This reward named Continuous IoU-reward is defined as:

$$r_t^{(c, IoU)} = \text{IoU}_t - \text{IoU}_{t-1}$$

We also experiment with the discrete version of the IoU and refer to it as Discrete IoU-reward:

$$r_t^{(d, IoU)} = \begin{cases} +1, & \text{if IoU}_t > \text{IoU}_{t-1} \\ -1, & \text{if IoU}_t < \text{IoU}_{t-1} \\ 0, & \text{else} \end{cases}$$

The last reward for training the model is a weighted combination of loss-reward and IoU-reward, using hyperparameters $\alpha$ and $\beta$:

$$r_t^{(combined)} = \alpha \cdot r_t^{(c, loss)} + \beta \cdot r_t^{(d, IoU)}$$

The objective for training the classifier is the standard cross-entropy loss, and for the DQ-SSTN we use Huber loss, a loss that serves as a compound of absolute and squared loss (Huber, 1964).

4 EXPERIMENTS

In this section, we provide the implementation details, as well as an analysis of the obtained results on the PASCAL VOC dataset (Everingham et al., 2010). The code is publicly available\(^1\).

\(^1\)https://git.opendfki.de/david.dembinsky/dq-sstn
4.1 Implementation Details

4.1.1 Dataset

For evaluation, we use PASCAL VOC (Everingham et al., 2010), a real-world dataset with pictures containing multiple objects from 20 object classes. The dataset provides the bounding box and the category of each object. We combine the versions of 2007 and 2012 to get as many images as possible, resulting in a training set of 8218 and a test set of 8333 frames.

For the classification ground-truth label, we consider the category of the object with the largest area. Consequently, the Top-1 accuracy depends on whether the prediction corresponds to the largest visible object. As additional metrics, we use the Top-2 and Any accuracies for evaluation (we only optimize over Top-1 accuracy). The Top-2 accuracy additionally allows the prediction to be the second largest object, and the Any accuracy permits the prediction to match any object present within an image.

We highlight that using the PASCAL VOC dataset for single-class labeling results in a non-uniform class distribution, where class person has more than 1700 images compared to other classes, which range from below 200 to 600 images per class. We discuss a possible bias towards the dominant class in Section 4.4.1.

4.1.2 Training Setup

The backbone of the classifier and the Q-network consists of a ResNet18 (He et al., 2015) where the last fully connected layer is modified to match the number of the object classes and the number of actions, respectively. ResNet18 is an architecture quite successful in image classification tasks, and the library PyTorch (Paszke et al., 2017) provides pre-trained weights. We downscale the input images to $224 \times 224$ to match the ResNet18 implementation and perform horizontal flipping augmentations to increase the variety in the dataset. We document the best set of hyperparameters found by experimentation. The replay memory stores 1000 transitions. The ε-greedy strategy Equation 2 uses $d = 50000$ and $\epsilon_{\text{end}} = 0.05$. For Q-Learning (Equation 1) we use $\gamma = 0.95$ and update our target-net after 100 agent updates. We train our model with Adam (Kingma and Ba, 2015) optimizer and a learning rate of $5 \cdot 10^{-6}$ for 50 epochs. The trajectories are constructed with a length of $T = 10$ transformations. The DQ-SSTN’s transformations include translation by 4 pixels in each cardinal direction and zooming-in by a factor of 0.8. The weight factors in Equation 5 used are $\alpha = 1$ and $\beta = 0.8$.

4.2 Main Results

Table 1 provides a comparison between the baseline classifier without DQ-SSTN and our proposed DQ-SSTN method using different reward functions. As can be seen from the results, the best accuracy was obtained employing the discrete IoU reward, improving Top-1 accuracy by 1.82 pp, Top-2 accuracy by 1.86 pp and Any accuracy by 1.23 pp, respectively. In Figure 3, we provide an analysis of the IoU and classification accuracy using the best-found setup. We visualize the IoU of the target class before and after applying the transformations selected by our DQ-SSTN model. To better understand the impact of the transformations on objects with different sizes, we divide the test-set images into 5 bins, considering the initial IoU. Applying the DQ-SSTN transformations leads to an average increase of 11.31 pp in the target class IoU (the dotted line in this figure shows the average IoU per bin). Additionally, we evaluate the classification accuracy for each bin before and after applying transformations. We observe that our model is more effective in improving the classification accuracy of smaller objects, increasing it by 3.63 pp for objects with an IoU less than 20%. Interestingly, the IoU of the right-most bin decreases while the accuracy increases; this behavior will be observed in Section 4.3.1 again and discussed in Section 4.4.2.

Visual examples of the transformations learned by our model are illustrated in Figure 7.

![Figure 3: IoU and classification accuracy before and after applying the DQ-SSTN transformations. The dataset is split into five bins according to the initial IoU. Classification accuracy changes are noted under each column. DQ-SSTN is especially useful for smaller objects (first bin) where the classification accuracy is improved by 3.63 pp.](image)

4.3 Ablation

4.3.1 Correlation of IoU and Accuracy

The main idea behind our DQ-SSTN is to zoom in on the most salient object. The underlying assumption is that classification accuracy improves with increasing the target object’s IoU. To confirm this, we run an experiment where we construct multiple datasets, each
Table 1: Comparison of classification accuracy of the baseline with our method when using different reward functions, on PASCAL VOC (Everingham et al., 2010). We obtained the best results with the discrete IoU-based reward signal.

<table>
<thead>
<tr>
<th>Method</th>
<th>Top-1 (%)</th>
<th>Top-2 (%)</th>
<th>Any (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline classifier</td>
<td>80.04</td>
<td>82.97</td>
<td>88.22</td>
</tr>
<tr>
<td>Continuous loss-reward ($r^{\text{loss}}$)</td>
<td>80.84</td>
<td>83.75</td>
<td>88.83</td>
</tr>
<tr>
<td>Discrete Acc-reward ($\mu^{\text{acc}}$)</td>
<td>80.43</td>
<td>83.61</td>
<td>88.67</td>
</tr>
<tr>
<td>Continuous IoU-reward ($r^{\text{iou}}$)</td>
<td>80.15</td>
<td>83.09</td>
<td>88.19</td>
</tr>
<tr>
<td>Discrete IoU-reward ($\mu^{\text{iou}}$)</td>
<td>81.86</td>
<td>84.83</td>
<td>89.45</td>
</tr>
<tr>
<td>Weighted combination-reward ($r^{\text{combined}}$)</td>
<td>81.54</td>
<td>84.56</td>
<td>89.27</td>
</tr>
</tbody>
</table>

Table 2: The impact of different hard-mining techniques tried on the classification accuracy. Whilst the weight by accuracy methods improved the Top-1 or Top-2 metric, respectively, by 0.06 pp, we do not consider this as a noteworthy improvement.

<table>
<thead>
<tr>
<th>Method</th>
<th>Top-1 (%)</th>
<th>Top-2 (%)</th>
<th>Any (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline classifier</td>
<td>80.04</td>
<td>82.97</td>
<td>88.22</td>
</tr>
<tr>
<td>DQ-SSTN without hard mining</td>
<td>81.80</td>
<td>85.25</td>
<td>89.72</td>
</tr>
<tr>
<td>Weight reward by inverse IoU</td>
<td>81.40</td>
<td>85.13</td>
<td>89.60</td>
</tr>
<tr>
<td>Weight loss by inverse IoU</td>
<td>81.08</td>
<td>84.72</td>
<td>89.32</td>
</tr>
<tr>
<td>Weight reward by accuracy</td>
<td>81.86</td>
<td>84.83</td>
<td>89.45</td>
</tr>
<tr>
<td>Weight loss by accuracy</td>
<td>81.75</td>
<td>85.31</td>
<td>89.69</td>
</tr>
</tbody>
</table>

4.3.2 Hard Mining

Our PASCAL VOC dataset suffers from a considerable imbalance in both class distribution and IoU distribution. This imbalance might hurt performance as the learned solution could be biased towards the dominant category. Hard mining is a training technique that has been proven effective (Shrivastava et al., 2016; Dong et al., 2017) to alleviate the effect of data imbalance by assigning a higher weight to underrepresented (therefore more challenging) data samples.

To this end, we experiment with multiple hard-mining strategies and provide the results in Table 2. As our overall objective consists of the classification and the reward maximization terms, we can perform hard mining by re-weighting the classifier’s loss or the reward of the more challenging data samples.

Initially, we consider IoU as a measure of a data sample hardness. Therefore, we reweigh either the loss function or the reward signal by the inverse of IoU, assigning higher importance to samples with smaller IoU (Weight reward by inverse IoU and Weight loss by inverse IoU). Surprisingly, our results did not improve with this technique. Next, we reweigh the data samples based on the performance of the baseline classifier. If an image is classified incorrectly, we assign a weight of 1 and, if it’s predicted correctly, a constant weight < 1. This assigns higher importance to those images which are more difficult for our classifier (Weight reward by accuracy and Weight loss by accuracy). The results show small improvements of 0.06 pp for either Top-1 or Top-2 accuracy, hence, we do not find these techniques useful to our algorithm.
4.4 Limitations

In this section, we provide a detailed analysis of the results to better understand the impact of the dataset and the assumptions that we made about object size and saliency. We observe that the dominance of class person biases the classifier’s prediction. Additionally, we show that defining saliency is a non-trivial task and can have a serious impact on the model.

4.4.1 Bias of the Person Class

One property of the PASCAL VOC dataset is an imbalance in the class distribution. Based on object size, about 20% of all images are assigned to person class.

As a result, we observe that the attention of our DQ-SSTN gets drawn towards persons: If a person is present in the scene, the classifier is biased towards classifying the image as person category. In Table 3, we provide statistics for misclassifications considering whether a person is present as a secondary object. It is clearly visible, that in cases where a person is present, the classifier is biased toward this class. However, if there is none the image, the classifier does not overly tend towards predicting one. Note that a random classifier would select person class around 20% of the time, following the dataset distribution in the training set.

This problem is introduced by the PASCAL VOC dataset, as there are far more person objects throughout the dataset than others.

Table 3: The prediction of the classifier on images that were predicted incorrectly. If there is a person present, the DQ-SSTN has a high chance of focusing on it.

<table>
<thead>
<tr>
<th>(%)</th>
<th>pred. person</th>
<th>pred. other</th>
</tr>
</thead>
<tbody>
<tr>
<td>person present</td>
<td>39.37</td>
<td>60.63</td>
</tr>
<tr>
<td>person not present</td>
<td>11.15</td>
<td>88.85</td>
</tr>
</tbody>
</table>

4.4.2 Issues with Saliency Assumption

The way we changed the detection dataset into one for classification depends on our saliency assumption: We assume the object with the biggest bounding box to be the most salient one, as described in Section 4.1.1. In this section, we investigate how often and to which extent this assumption is violated and how this impacts the performance of the DQ-SSTN.

An example in contrast with our saliency assumption is when a smaller object is located in front of a bigger one. Consider a person sitting on a sofa (as in Figure 5); in this scenario, humans consider the person as the salient object, while based on our assumption, the sofa is labeled as the salient category. Interestingly, we observed that in most cases the classifier also predicts the front object as the correct class (person in this example), but this is considered a misclassification based on our evaluation.

To better understand this issue, we visualize the overlap characteristics of our data in Figure 6. In this figure, we see the portion of images in which the main object (largest/salient) is not overlapping with other objects in the scene, as well as the number of images in which the main object intersects with other object instances considering different overlap thresholds. For example, the column with th = 0.5 shows the number of images in which the overlap between the main and the secondary objects is lower or higher than 50% of the main object area.

We observed that 41.35% of the images only have one object and 10.76% of all images are accompanied by secondary objects, but their bounding boxes do not intersect with each other. This means that in 52.12% of the images, our assumption about saliency strictly holds. However, in 47.88% of the images, the salient object is to some extent intersecting with (and possibly being occluded by) another object. Looking at some qualitative examples (Figure 5), we consider a threshold of th = 0.4 as critical; i.e., all images that have more than 40% of their bounding-box concealed.
Figure 6: This histogram shows the composition of our dataset regarding the relation between the most salient object and overlapping objects. Depending on the selected threshold, between 5% ($th = 0.7$) to 35% ($th = 0.1$) of all images are to some extent covered by another object instance, thus violating our assumption of saliency.

Table 4: DQ-SSTN classification accuracy on each subset of PASCAL VOC when categorized based on the overlap threshold of 0.4 (as shown in Figure 6).

<table>
<thead>
<tr>
<th>Category</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>81.86</td>
</tr>
<tr>
<td>No clutter</td>
<td>86.35</td>
</tr>
<tr>
<td>Cluttered, below $th = 0.4$</td>
<td>82.83</td>
</tr>
<tr>
<td>Cluttered, above $th = 0.4$</td>
<td>64.88</td>
</tr>
</tbody>
</table>

by another object do not follow our saliency assumption based on object size. Based on this threshold, about 15% of the dataset conflict with our saliency assumption.

To investigate the impact of our saliency assumption on the DQ-SSTN performance, we divide the dataset into three categories: the images with the main object not covered by any other objects and the images in which the main object is covered by other instances more or less than 40% ($th = 0.4$ in Figure 6).

We evaluate our model separately on each group and present the results in Table 4. As expected, we observe that the classification accuracy is significantly lower for the data in which the salient object has an overlap of over 40% with other objects in the scene.

5 CONCLUSION AND FUTURE WORK

In this paper, we study the task of salient object classification. We introduce DQ-SSTN, a Sequential Spatial Transformer Network based on Deep Q-Learning. Our model learns to zoom on the salient object by iteratively selecting an affine transformation to increase the IoU of the largest object in an image. We experimentally demonstrate the effectiveness of our method in improving the classification accuracy, especially for smaller objects where we achieve an improvement of 3.63 pp. Furthermore, we provide several ablation studies to investigate the reason behind failure scenarios. In future work, we plan to explore more flexible solutions by considering all objects within an image during training favoring a multi-labeling approach where the DQ-SSTN successively classifies every object within the image. Moreover, we believe working towards preparing a more dedicated dataset free from class bias would benefit our work.
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