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Abstract: The popularity of deep neural networks (DNNs) and their application on embedded systems and edge devices
is increasing rapidly. Most embedded systems are limited in their computational capabilities and memory
space. To meet these restrictions, the DNNs need to be compressed while keeping their accuracy, for instance,
by pruning the least important neurons or filters. However, the pruning may introduce other effects on the
model, such as influencing the robustness of its predictions. To analyze the impact of pruning on the model ro-
bustness, we employ two metrics: heatmap based correlation coefficient (HCC) and expected calibration error
(ECE). Using the HCC, on one hand it is possible to gain insight to which extent a model and its compressed
version tend to use the same input features. On the other hand, using the difference in the ECE between a
model and its compressed version, we can analyze the side effect of pruning on the model’s decision reliabil-
ity. The experiments were conducted for image classification and object detection problems. For both types of
issues, our results show that some off-the-shelf pruning methods considerably improve the model calibration
without being specifically designed for this purpose. For instance, the ECE of a VGG16 classifier is improved
by 35% after being compressed by 50% using the H-Rank pruning method with a negligible loss in accuracy.
Larger compression ratios reduce the accuracy as expected but may improve the calibration drastically (e.g.
ECE is reduced by 77% under a compression ratio of 70%). Moreover, the HCC measures feature saliency
under model compression and tends to correlate as expected positively with the model’s accuracy. The pro-
posed metrics can be employed for comparing pruning methods from another perspective than the commonly
considered trade-off between the accuracy and compression ratio.

1 INTRODUCTION

The popularity of deep neural networks (DNNs), es-
pecially convolutional neural networks, has increased
over the last few years. Their applications have be-
come indispensable in areas such as computer vision,
robotics (Brunke et al., 2022), natural language pro-
cessing (Otter et al., 2020) and optimization of indus-
trial processes (Weichert et al., 2019). For a while
now, neural networks can even outperform humans in
different tasks such as voice and object recognition,
which emphasizes their usability even more. How-
ever, to achieve such an outstanding performance,
neural networks are becoming more complex, leading
to over-parameterization and more computationally
expensive operations. This situation necessitates large
computational capacity, more memory and an overall
increase in power consumption. These complexities
impede the transition of a deep learning model into
a product-level application, especially when embed-
ded systems or edge devices are used. In particular,
the automotive field has strict requirements regarding
computationally expensive algorithms such as deep

learning models. For this reason, researchers are in-
vestigating various pruning methods to reduce the size
of neural networks. The most common approach is
to identify and to remove the least important network
components, while avoiding any adverse effect on
overall accuracy. This sort of model’s compression
enables the deployment of large deep learning models
on resource-constrained edge devices. Most pruning
algorithms focus only on simple key performance in-
dicators (KPI), such as accuracy and inference time
after pruning. However, these KPIs cannot provide a
deeper insight into other changes introduced by prun-
ing, such as regarding model robustness.

To resolve this problem, we present two met-
rics to analyze the robustness of compressed mod-
els. The first metric uses the correlation between a
pair of heatmaps, generated for an input sample for
the model and its pruned version. With the help of
these heatmaps, we can evaluate which features are
decisive for a prediction. Comparing two different
heatmaps of an unpruned and pruned model can show
if the areas of interest change after pruning. It is
called Heatmap Correlation Coefficient (HCC). The
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heatmaps are generated using Deep Taylor Decompo-
sition (DTD) method (Montavon et al., 2017b). Since
the original version of DTD is limited to image classi-
fication problem, we use a further developed in-house
version of the DTD method for object detection. The
second metric employs miscalibration measurement,
particularly Expected Calibration Error (ECE) (Guo
et al., 2017). In order to compare the calibration of a
pruned model with its unpruned baseline we use re-
liability diagrams to measure the changes in the re-
lationship between accuracy and output’s confidence.
We summarize our contributions as follows:

• We employ heatmaps to measure feature saliency
under pruning using HCC.

• We show through experiments with ECE and re-
liability diagrams that pruned models can be con-
siderably better in calibration as compared to un-
pruned models, even without using a pruning
method specifically designed for this purpose.

• The proposed metrics are flexibly applicable to
off-the-shelf pruning techniques and models, al-
lowing very versatile applicability.

2 RELATED WORK

There have been frequent reports in literature empha-
sizing the role of pruning in improving the generaliz-
ability of neural networks to unseen examples (LeCun
et al., 1989; Hassibi and Stork, 1992; Hoefler et al.,
2021; Nadizar et al., 2021).

Recently, researchers (Jordão and Pedrini, 2021;
Guo et al., 2018) showed that pruning tends also to
improve the adversarial robustness of the resulting
models even without adversarial training. The pruned
models therefore tend not to inherit the adversarial
vulnerability of the original models. Some other ap-
proaches combine both adversarial training and prun-
ing to maximize robustness (Ye et al., 2019; Sehwag
et al., 2020; Gui et al., 2019). This line of work
has also been extended to the so-called certifiably ro-
bust approaches against adversarial attacks (Li et al.,
2022). For these types of methods, usually, either the
pruning procedure or the training is modified to im-
prove adversarial robustness.

The works mentioned above studied the positive
side effects of pruning on the robustness defined in
terms of generalizability to unseen examples or im-
munity to adversarial attacks. In this work, however,
we are interested in robustness in terms of model cal-
ibration and model-side feature saliency for off-the-
shelf pruning methods.

3 METHODS

3.1 Neural Network Pruning

Pruning methods reduce the size of an already trained
model to correspondingly decrease the runtime, mem-
ory footprint, and power consumption. For this pur-
pose, redundant parameters are removed from the
model while trying to preserve the model accuracy
compared to the baseline model. Since pruning has
a regularization effect (Bartoldson et al., 2020), it is
sometimes even possible to gain some improvement
in accuracy by pruning, especially when the initial
network is over-parameterized.

In general, pruning methods can be divided into
two main categories: structured and unstructured
pruning. In structured pruning, complete structures
such as layers (Wang et al., 2017), filters (Zeng and
Urtasun, 2019) or channels (He et al., 2017) are re-
moved. On the other hand, in unstructured prun-
ing (Lee et al., 2018; Kwon et al., 2020), individual
weights are set to zero (Han et al., 2015; Hayou et al.,
2021). Unstructured pruning methods suffer signif-
icant drawbacks, such as particular frameworks and
chip architectures are required, as not all algorithms
and hardware architectures can exploit weight spar-
sity to improve performance. Therefore, in this work
we consider only structured pruning methods for our
experiments.

3.2 Heatmap Generation Using Deep
Taylor Decomposition

While being known to perform very well at least
for in-distribution data, deep neural networks tend to
show a kind of black-box behavior compared to other
more transparent machine learning paradigms such as
simple linear classifiers or decision trees. Explainable
Artificial Intelligence (XAI) (Arrieta et al., 2020) is
a relatively new field that addresses this black-box-
behavior issue. Deep Taylor Decomposition (DTD)
(Montavon et al., 2017a) is an XAI method inspired
by decomposing a function value (e.g. object score
or class probability) as a sum of input feature con-
tributions based on the Taylor series. The relevance
R of a neuron inside a layer l of a neural network is
decomposed in terms of the activations a of the pre-
vious layer l − 1. More specifically, a root a0 of the
relevance R in the space of the activations of the previ-
ous layer must be first found. A linear approximation
of Taylor expansion of R can be then computed as the
inner product of (a− a0) and the gradient of R at a0.
This inner product is a sum of terms, each of them
contributes to calculating the relevance of a neuron in
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Figure 1: DTD Heatmaps are generated for each object in the image (one object per figure’s row). Columns show from left
to right: input image of the object detector SSD, heatmap of the unpruned model, heatmap of the model pruned by 25%, and
heatmap of the model pruned by 50%. The HCC (see text) measures the feature saliency under model compression.

the previous layer l −1 based on the relevance of the
considered neuron in layer l. The method is closely
related to another XAI method called Layerwise Rel-
evance Propagation (LRP) (Bach et al., 2015). The
LRP is a scheme of different propagation rules for the
redistribution of a neuron’s relevance on the neurons
of its previous layer. In particular, the so-called LRP
γ-rule can be given as follows:

Ri = ∑
j

zi j + γz+i j

ε+∑k zk j + γz+k j
R j, (1)

zi j = aiwi j (2)

z+i j = max(0,zi j) (3)

where R j denotes the relevance of a neuron j, wi j the
weight connecting neuron i with neuron j, ai the acti-
vation of the neuron i, ε is an arbitrary small number,
and γ is a parameter of the rule.

Under the assumption of a relu activation function,
the DTD is equivalent to the LRP γ-rule when γ → ∞

(Samek et al., 2021). This equivalence was employed
to simplify the implementation of the DTD. Both the
DTD and LRP are originally designed for image clas-
sification problems. For this work, we used an exten-
sion of DTD that can be applied to both classification
and object detection problems (KIA Project Booklet,
2022).

3.3 Heatmap Correlation Coefficient

We employ the heatmap concept to assess feature
saliency under pruning. The correlation coefficient
between the heatmap of the baseline model Hb and
the heatmap of the pruned model H p is computed as

follows:

HCC(Hb,H p) =
1
n ∑i, j(Hb(i, j)−µHb )(H p(i, j)−µH p )

σHb σH p , (4)

where n is the number of pixels, µHb ,σHb ,µH p ,σH p

are the mean and standard deviation of the baseline
and the pruned models, respectively. Figure 1 demon-
strates the calculation of HCC using DTD heatmaps
applied to object detection.

3.4 Expected Calibration Error (ECE)

To evaluate the performance of a deep learning model,
accuracy is often insufficient, as the confidence of a
model’s decision and not only the decision itself has
to be evaluated. Reliability diagrams are usually em-
ployed to measure the deviation between the model’s
confidence and measured accuracy. The identity func-
tion would represent a perfect calibration (shown as a
dashed line in the ECE figures below). Any deviation
from this identity function means a miscalibration of
the model, and the model is considered accordingly
either overconfident or underconfident. The confi-
dence in this scenario is represented by the models
probability outputs. Inside each small interval (bin)
Bm of the confidence, the deviation between measured
accuracy acc(Bm) inside this bin and the center of the
bin con f (Bm) can be calculated. The expected cali-
bration error is defined as the expectation (weighted
sum) of these deviations:

ECE =
M

∑
m=1

|Bm|
S

|acc(Bm)− con f (Bm)| , (5)

where |Bm| is the number of samples inside the bin, M
is the number of bins, and S is the number of samples.
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Figure 2: Boxplot of HCC of heatmap pairs for the VGG16,
compressed with different pruning methods and compres-
sion ratios. The dotted lines show the accuracy of each
pruned model at the corresponding pruning ratio. The box-
plots are grouped to a compression rate of 10%.

In some contexts, especially in safety-critical appli-
cations, the maximum deviation between confidence
and accuracy can be additionally considered:

MCE = max
m∈{1,...,M}

|acc(Bm)− con f (Bm)| . (6)

4 RESULTS

In this Section, we present the results of heatmap cor-
relation and the impact of pruning on network cali-
bration. We distinguish between classification using
the VGG16 model (Simonyan and Zisserman, 2014)
and object detection using the Single Shot Detector
(SSD) (Liu et al., 2016). For classification, we used
three different pruning methods: L1-norm (Li et al.,
2016), HRank (Lin et al., 2020) and Soft Filter Prun-
ing (SFP) (He et al., 2019). For object detection, we
extended the HRank method to be applicable to all
layers of the SSD.

4.1 Heatmap Correlation

In Section 3.3, we introduced the heatmap correlation
coefficient (HCC) as a metric to analyze the impact of
pruning using the heatmap methods. First, we present
the results of the classification model VGG16, pruned
with three different pruning methods and compression
rates between 0% and 80%. Higher compression rates
are negligible as the accuracy already drops to less
than 5% for a compression rate of 80%. The results
are visualized as a boxplot in Figure 2. The trend of
HCC over different compression ratios seems to be
very similar for all pruning methods. However, on
closer inspection, it becomes apparent for L1-norm
and SFP, that the HCC decreases continuously as the
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Figure 3: Distribution of HCC for the SSD, compressed
with the HRank method with two different compression
rates, categorized by object sizes. The dotted line shows
the accuracy of each model. The PASCAL VOC dataset
was used for both experiments.

compression rate increases, which corresponds to ex-
pectations. The HCC of the HRank method, how-
ever, remains almost constant up to a compression
rate of 55%, which indicates a more robust network
and therefore a more robust pruning method.

As mentioned above, we adapted the HRank
method to work with all layers of the SSD. After train-
ing the SSD on the PASCAL VOC dataset, we made
sure that the extended HRank pruning was working
fine. We were able to compress the model by up to
50%. We generated heatmap pairs under the same
procedure described above, with the addition that we
categorized the resulting bounding boxes according to
object size. This is based on the categorization of the
PASCAL VOC dataset, in which the difficulty of an
object depends, among other criteria, on its size. The
distribution of all HCC results for compression ratios
of 25% and 50% are shown in Figure 3. A decrease in
the HCC can be clearly seen as the compression rate
increases and this reflects the behavior of the classi-
fication results shown previously. The difference in
HCC between the 25% and 50% compressed model
can also be seen more clearly for large objects. In
case of large instances, it is more common for struc-
tures in the background to contribute slightly to the
result. After pruning, the probabilities of contribut-
ing background pixels can increase which leads to a
decrease in HCC. Figure 1 (2nd row) shows such an
example, in which the probabilities of the background
structures increase with the compression ratio.

4.2 Network Calibration

The calibration error is an additional tool to evaluate
the change in robustness after pruning compared to
its baseline. The ECE is a suitable metric for this pur-
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Figure 5: Reliability diagrams of VGG16: (a) unpruned model, (b) pruned with HRank method and a compression ratio of
50%, (c) pruned with HRank method and a compression ratio of 70%. The dotted line in the upper graph represents the perfect
calibration. The lower graph represents the number of objects within an interval (bin).

pose, as described in Section 3.4. First, we present
the results of the VGG16 model pruned with HRank,
L1-norm, and SFP before proceeding to object detec-
tion. The baseline is the VGG16 trained on the CI-
FAR100 dataset, with an accuracy of 71.26%. While
increasing the compression rate, the accuracy begins
to decrease, but a significant loss for L1-norm and
SFP can first be seen from 25% compression rate and
for HRank from 55% compression rate onward. The
ECE was calculated for each model after pruning and
is shown in Figure 4. Two aspects stand out:

(i) It can be clearly seen that pruning has a posi-
tive effect on the calibration of a network. Often, at
meager compression rates, accuracy even increases,
giving an additional advantage through pruning. At
higher compression rates, there is a trade-off between
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Figure 4: Comparing Expected Calibration Error for differ-
ent compression ratios (0% - 85%) after pruning the VGG16
with three different pruning methods (HRank, L1 norm and
SFP). The dotted line shows the accuracy of each pruned
model at the corresponding pruning ratio. The sampling
rate of the compression rate is 5%.

accuracy and calibration that must be considered in-
dividually.

(ii) For L1-norm and SFP, with a substantial de-
crease in accuracy, the ECE also increases rapidly
(from 25% compression rate onwards), until the accu-
racy converges towards zero. In this point, the HRank
method differs from the other two methods, although
the reason needs to be investigated.

For a better understanding of the calibration, a re-
liability diagram with the values of ECE is shown in
Figure 5 for a better understanding of the calibration
and the value of the ECE. Compared to the baseline,
the accuracy of the 50% pruned model is reduced only
by 2.14%. However, the ECE has improved by 35%
from 12.61 of the baseline. This is an unambigu-
ous indication that pruning can impact and improve a
network’s decision and therefore making it safer and
more robust. Further pruning as seen in Figure 5 (c),
yields a drop in accuracy but improves model calibra-
tion. It thus improves the model’s awareness of its
low accuracy.

We applied the same procedure to object detec-
tion. However, due to the high expenditure of time
for implementation and testing, we have limited our-
selves to the HRank method. Figure 6 shows the re-
sult of an SSD pruned by a compression rate of 25%.
Compared to image classification problem, there is no
confidence below 0.3, as this limit is the minimum to
accept a prediction final detection. As before, the re-
sult shows an improvement in ECE of nearly 10%,
while the detector’s accuracy decreases by less than
1%. Thus, pruning improves the calibration of object
detection models as well.
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(a) (b)

Figure 6: Reliability diagram of SSD (a) unpruned and
(b) pruned with HRank method and a compression ratio of
25%. The graph shows no calibration for confidences less
than 0.3, since the confidence threshold for a detection is
set to 0.3, based on the original publication of the SSD. The
dotted line in the upper graph represents the perfect cali-
bration. The lower graph represents the number of objects
within an interval (bin).

5 CONCLUSIONS

In this paper we analyzed some side effects of off-the-
shelf pruning methods on both model calibration and
feature saliency. Our results show that pruning may
considerably improve the model’s calibration without
being specifically designed for this purpose. A well-
calibrated model excels at estimating the reliability of
its own decisions. Pruning may thus have a positive
effect on reliability and robustness. This result com-
plements literature reports pointing out a positive con-
tribution of the pruning to adversarial robustness.

Additionally, we employ heatmap methods from
the field of XAI, particularly the similarity between
the heatmap of a pruned model and the heatmap of its
unpruned baseline to investigate the effects of prun-
ing on feature saliency. As expected, pruned models
tend to look at features differently than those being
considered by the unpruned baseline when the accu-
racy drops. Therefore it makes sense in future work to
enforce a kind of heatmap saliency in the model com-
pression process to improve the accuracy of pruned
models.
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