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Abstract: Domain adaptation is of huge interest as labeling is an expensive and error-prone task, especially on pixel-
level like for semantic segmentation. Therefore, one would like to train neural networks on synthetic domains,
where data is abundant. However, these models often perform poorly on out-of-domain images. Image-to-
image approaches can bridge domains on input level. Nevertheless, standard image-to-image approaches do
not focus on the downstream task but rather on the visual inspection level. We therefore propose a “task aware”
generative adversarial network in an image-to-image domain adaptation approach. Assisted by some labeled
data, we guide the image-to-image translation to a more suitable input for a semantic segmentation network
trained on synthetic data. This constitutes a modular semi-supervised domain adaptation method for semantic
segmentation based on CycleGAN where we refrain from adapting the semantic segmentation expert. Our
experiments involve evaluations on complex domain adaptation tasks and refined domain gap analyses using
from-scratch-trained networks. We demonstrate that our method outperforms CycleGAN by 7 percent points
in accuracy in image classification using only 70 (10%) labeled images. For semantic segmentation we show
an improvement of up to 12.5 percent points in mean intersection over union on Cityscapes using up to 148
labeled images.

1 INTRODUCTION

For automatically understanding complex visual
scenes from RGB images, semantic segmentation
(pixel-wise classification) is a common but challeng-
ing task. The state-of-the-art results are achieved by
deep neural networks (Chen et al., 2019; Tao et al.,
2020; Liu et al., 2021). These models need plenty of
labeled images to generalize. However, a manual la-
bel process on pixel level detail is time and cost con-
suming and usually error-prone (Cordts et al., 2016;
Rottmann and Reese, 2022). To reduce the label-
ing cost, weakly- and semi-supervised methods were
proposed (Dai et al., 2015; van Engelen and Hoos,
2020). These methods use weak labels like bound-
ing boxes for segmentation tasks or fewer labels as
they can benefit from a pool of unlabeled data. How-
ever, they are limited to scenarios captured in the
real world and the annotation cost of weak labels still
might be intractable (Tsai et al., 2018). On the other
hand, in recent years simulations, especially of urban
street scenes, were significantly improved (Dosovit-

skiy et al., 2017; Wrenninge and Unger, 2018). The
advantage of synthetic data is that images generated
by a computer simulation often come with labels for
the semantic content for free. Training on synthetic
data has the potential to build a well-performing net-
work as plenty of data is available and diverse scenar-
ios can be generated which are rare or life-threatening
in the real world. However, neural networks do not
generalize well to unseen domains (Hoffman et al.,
2016). Even if the model learns to generalize well on
one domain (e.g., real world) it can fail completely on
a different domain (e.g., synthetic) (Wrenninge and
Unger, 2018) or vice versa. Domain adaptation (DA)
is used to mitigate the so-called domain shift (Csurka,
2017) between one domain and another. DA aims at
improving the model’s performance on a target do-
main by transferring knowledge learned from a la-
beled source domain. It has become an active area of
research in the context of deep learning (Toldo et al.,
2020) ranging from adaptation on feature level (Tsai
et al., 2018), adaptation on input level (Hoffman et al.,
2018; Dundar et al., 2018; Brehm et al., 2022), self-
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training (Mei et al., 2020; Zhang et al., 2021), a
combination thereof (Kim and Byun, 2020) to semi-
supervised approaches (Chen et al., 2021). Depend-
ing on the amount of labels available in the target do-
main the DA is unsupervised (UDA; no labels avail-
able), semi-supervised (SSDA; a few labels available)
or supervised (SDA; labels exist for all training sam-
ples in the target domain) (Toldo et al., 2020). Adapt-
ing on input level to the style of the target domain dis-
regarding the downstream task at hand but preserving
the overall scene is referred to image-to-image trans-
lation (I2I) and is often realized by generative adver-
sarial networks (GANs) (Goodfellow et al., 2014).

Taking advantage of the synthetic domain we train
a downstream task expert therein. We then shift the
out-of-domain input (real world) closer to the syn-
thetic domain via a semi-supervised I2I approach
based on CycleGAN (Zhu et al., 2017) for mitigat-
ing the domain gap. We thereby refrain from chang-
ing the expert which leads to a modular DA method.
We combine the unsupervised GAN-based I2I method
from CycleGAN with a downstream task awareness
in a second stage with the help of a relatively small
contingent of ground truth (GT) in the real domain to
adapt to the needs of the downstream task network.
Our main contributions are:

• we present a novel modular SSDA method for se-
mantic segmentation guiding the generator of an
I2I domain adaptation approach to a semantic seg-
mentation task awareness. Thereby, our down-
stream task network does not need to be retrained.

• we demonstrate that our method is applicable to
multiple complex domain adaptation tasks.

• we consider a pure domain separation in our
analysis by using from-scratch-trained neural net-
works leading to a less biased domain gap.

Based on our knowledge this is the first time the gen-
erator of a GAN setup is guided with the help of a
semantic segmentation network to focus on the down-
stream task. Furthermore, the composition of genera-
tor and semantic segmentation network can be under-
stood as a method to establish an abstract intermedi-
ate representation in a data-driven manner. We study
how well the generator can adapt to its tasks of gen-
erating the abstract representation and supporting the
downstream task.

The remainder of this paper is organized as fol-
lows: In Sec. 2 we review related approaches, partic-
ularly in the context of semi-supervised domain adap-
tation. It follows a detailed description of our method
in Sec. 3. We evaluate our method on two different
tasks and three different datasets in Sec. 4, showing
considerable improvements with only a few GT data

samples. Finally, we conclude and give an outlook to
future work in Sec. 5.

2 RELATED WORK

Our work is based on two main concepts: DA with
I2I, and semi-supervised learning in the context of
GANs and DA. For I2I, GANs have shown excel-
lent performance. Formerly, paired data was needed
to adapt to the new style (Isola et al., 2017). But as
paired data is sparse, unsupervised methods were de-
veloped like CycleGAN (Zhu et al., 2017), where a
composition of GANs and a cycle consistency loss
leads to a consistent mapping between the domains.
Depending on whether and how much data is avail-
able in a paired manner, I2I is called supervised, semi-
supervised or unsupervised. For example, (Shukla
et al., 2019) propose a semi-supervised I2I approach
in the context of semantic segmentation via image to
label transformation. When using I2I in the context
of domain adaptation this taxonomy is used for the
amount of labeled data in the target domain as ex-
plained in the introduction. In the following we will
always refer to the latter taxonomy. Independent of
the label amount, for I2I in DA, a semantic consis-
tency is pursued, and the performance is measured via
the downstream task performance. To this aim (Hoff-
man et al., 2018) and (Brehm et al., 2022) make use
of the task loss in an unsupervised manner to adapt
the task network to the real domain. In addition, there
are several SSDA approaches in the context of clas-
sification (Wu et al., 2018; Saito et al., 2019; Kim
and Kim, 2020; Jiang et al., 2020; Mabu et al., 2021).
SSDA for semantic segmentation tasks is considered
less. (Wang et al., 2020) propose to adapt simulta-
neously on a semantic and global level using adver-
sarial training. A student-teacher approach aligning
the cross-domain features with the help of the intra-
domain discrepancy of the target domain, firstly con-
sidered in the context of DA by (Kim and Kim, 2020),
is proposed by (Chen et al., 2021).

Training in a two stage manner where the first
stage (pre-training) aims to initialize good network
parameters for the second stage is a common semi-
supervised learning technique. We transfer this con-
cept to GANs of an I2I method. In the context of
general GANs, using pre-training is not new. (Wang
et al., 2018) for example, analyzed pre-training for
Wasserstein GANs with gradient penalty((Gulrajani
et al., 2017)) in the context of image generation.
An overview over when, why and which pre-trained
GANs are useful is given by (Grigoryev et al., 2022).
We follow their suggestion of pre-training both the
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generator and the discriminator but refrain from the
suggestion of using ImageNet pre-trained GANs to
not distort the domain gap analysis.

In general, UDA methods tend to lack important
information of the target domain compared to their
counterparts trained in a supervised manner (Chen
et al., 2021). On the other hand for I2I it is unlikely
to have paired data between real world images and
the abstract (e.g., synthetic) domain like assumed in
(Shukla et al., 2019). Furthermore, pure I2I meth-
ods are task agnostic and therefore may lack semantic
consistency (Toldo et al., 2020). For this reason we
propose a SSDA method with a task aware I2I com-
ponent. Independently of our approach, recently a
similar approach was published based on classifica-
tion in a medical context with domain gaps primarily
in image intensity and contrast (Mabu et al., 2021).
Unlike this publication, we aim at more demanding
tasks such as semantic segmentation on much broader
domain gaps like realistic to abstract domains lead-
ing to potentially broader applications. Furthermore,
our method allows an analysis of the influence of the
task awareness compared to the standard loss. In con-
trast to other above-mentioned approaches which use
ImageNet pre-trained networks, we train completely
from scratch for a pure domain separation. Further-
more, they adapt the downstream task network to mit-
igate the domain gap, whereas we keep the task net-
work fixed. This leads to a modular approach where
the real world domain can be exchanged without the
need of retraining the synthetic expert. Besides, we
consider I2I from real images to the synthetic domain
to retain the benefits of a synthetic expert. This in-
cludes the possibility to train and test on a variety of
scenarios which are rare and life-threatening in the
real world. Testing is more challenging for the other
approaches as they consider the opposite direction. In
the following we explain our method in more detail.

3 METHODOLOGY

Our method consists of three stages which are de-
picted in Fig. 1 and explained in detail in this section.

a) Training of Downstream Task Network: We assume
that we have full and inexhaustible access to labeled
data in the synthetic domain S . Based on a training set
(X ,y) with X ⊂ S , we train a neural network f in a su-
pervised manner on the synthetic domain solving the
desired task (e.g., semantic segmentation or classifi-
cation). In contrast to the “common practice” (Kang
et al., 2020), we do not use ImageNet (Deng et al.,
2009) pre-trained weights for the downstream task

(Cycle)
GAN

real
world

labels
(synthetic world)

semantic segmentation
network

predicted
semantic

segmentation
mask

subset of
real world

ground truth

stage a) – Supervised training on simulated data

stage c) – Task awareness with a subset of labeled data

synthetic
world

stage b) – Unsupervised image-to-image translation

Figure 1: Concept of our method: Stage a) – Training of
a downstream task model (e.g., semantic segmentation net-
work) on the abstract/synthetic domain. Stage b) – Training
a CycleGAN based on unpaired data to transfer real data
into the synthetic domain. Stage c) – We freeze the down-
stream task network and tune the generator with the help of
a few labeled data points by guiding it based on the loss of
the downstream task network.

network backbone. To ensure a pure domain sepa-
ration and a non-biased downstream task network, we
train f completely from scratch. This ensures that the
network learns only based on the synthetic data, and
we prevent a bias towards the real world. As a con-
sequence, we accept a reduction of the total accuracy
when evaluating the model on the real domain (out-
domain accuracy). However, with the help of an inde-
pendent validation set, we measure our in-domain ac-
curacy to ensure appropriate performance in the syn-
thetic domain. After the model has reached the de-
sired performance, we freeze all parameters and keep
our synthetic domain expert fixed.
b) Unsupervised Image-to-Image Translation: To mit-
igate the domain gap between real (R ) and synthetic
(S ) data, we build on the established I2I method Cy-
cleGAN (Zhu et al., 2017) – a GAN approach which
can deal with unpaired data by enforcing a cycle con-
sistency between two generators (GS→R and GR →S ).
The domain discriminators to classify whether the
sample is generated or an in-domain sample are de-
noted with DS and DR . The generator loss consists of
four loss components (LGR →S ,LGS→R ,Lcyc,Lidentity)
which are described in detail in (Zhu et al., 2017).
As adversarial losses LG∗ we use the least-squares
loss (Mao et al., 2017) which has already been used
for CycleGAN and leads to a more stable training ac-
cording to (Zhu et al., 2017). Let xr ∼ pdata denote the
data distribution in the real domain then the loss for
GR →S is given by

LGR →S = Exr∼pdata(xr)

[(
DS

(
GR →S (x

r)
)
−1

)2]
(1)
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The overall generator loss is defined as the weighted
sum:

LGen = LGR →S +LGS→R +λcycLcyc +λcycλidLidentity,

with weighting factors λcyc > 0 and λid > 0. This
leads to a solid image-to-image translation. However,
this translation is still task agnostic and therefore po-
tentially misses important features when transferring
the style from one domain to another.
c) Downstream Task Awareness: We use the unsuper-
vised models from stage b) as initialization for stage
c) where we extend the model training and guide the
generator with the help of a small amount of labeled
data to the downstream task. Let TR = {(xr

i ,y
r
i ) ∈

R ×Y : i = 1, . . . ,NL} be a labeled subset from do-
main R with a label set Y , where NL denotes the
number of labeled samples. We achieve the down-
stream task awareness by extending the adversarial
loss in Eq. (1) for the generator GR →S based on the
loss of the downstream task network f . As task loss
we consider the (pixel-wise) cross entropy (CE) be-
tween the prediction f (x) and the label y denoted by
Ltask(x,y) = LCE ( f (x),y) .

For a labeled training sample ti = (xr
i ,y

r
i ) ∈ TR

we define the extended generator loss L̂GR →S with the
help of a weighting factor α ∈ [0,1] as follows:

L̂GR →S (ti) =(1−α)
(

DS

(
GR →S (x

r
i )
)
−1

)2

︸ ︷︷ ︸
adversarial loss as in Eq. (1)

+α

(
LCE

(
f (GR →S (x

r
i )),y

r
i

))
︸ ︷︷ ︸

task loss

. (2)

We use α for a linear interpolation between the two
loss components to control the influence of one or the
other loss during training. The overall generator loss
therefore becomes:

L̂Gen = L̂GR →S +LGS→R +λcycLcyc +λcycλidLidentity

The discriminator losses are kept identically.
The combination of stage b) and c) leads to our

semi-supervised learning strategy for the GAN train-
ing. For the DA the images generated by GR →S are
fed to f . In principle our approach is independent
of the chosen architecture as the general concept is
transferable, and we make no restriction to the under-
lying domain expert as long as a task loss can be de-
fined. Furthermore, due to our modular composition,
the intermediate representation generated by GR →S
could also be used for additional tasks/analyses and
could be evaluated with respect to other metrics such
as those described by (Pang et al., 2021).

Figure 2: Examples of the Sketchy dataset. Top row: real
photos. Bottom row: one of the corresponding sketches.

4 NUMERICAL EXPERIMENTS

We evaluate our method on two different downstream
tasks: classification and semantic segmentation. For
the first one mentioned we consider the domain shift
between real objects and their sketches and for the se-
mantic segmentation we examine experiments on real
world urban street scenes transferred to two different
simulations. As evaluation metrics we use the well es-
tablished mean Intersection over Union (mIoU) (Jac-
card, 1912) for semantic segmentation and report ac-
curacy for classification experiments.

4.1 Classification on Real and Sketch
Data

For the classification experiments we choose sketches
as abstract representation of real world objects.
Therefore, we consider a subset of the Sketchy
dataset (Sangkloy et al., 2016). The original dataset
comprises 125 categories – a subset of the ImageNet
classes – and consists of 12,500 unique photographs
of objects as well as 75,471 sketches drawn by dif-
ferent humans. Figure 2 shows examples from the
dataset. A detailed description of the dataset gen-
eration process is given in (Sangkloy et al., 2016).
For our experiments we limit our dataset to the 10
classes alarm clock, apple, cat, chair, cup, elephant,
hedgehog, horse, shoe and teapot. As the origi-
nal dataset includes sketches which are “incorrect
in some way” (Sangkloy et al., 2016), we removed
sketches which we could not identify as the labeled
class. For validation, we randomly chose 50 sketches
per class. As the number of real photos is more lim-
ited we chose 10 random photos per class for valida-
tion. This results in a remaining training set of 4,633
sketch images and 700 real photos.

For the stage a) training we use as classifier a
ResNet18 (He et al., 2016) which is our downstream
task network. For the I2I approach based on Cycle-
GAN (stage b) and c)) we used the implementation
of (Zhu et al., 2017) and extended it according to our
method described in Sec. 3. We fix the amount of GT
data used in stage c) to 70 images (10% of the data)
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Figure 3: Classification results of the sketch expert with dif-
ferent types of input. The performance when an RGB pho-
tograph is given as input, is indicated by “real”. CycleGAN-
only performance is denoted with “stage b)” (our method
when no task awareness is added). With increasing weight-
ing factor α the generator which generates the inputs was
trained with more emphasis on the task loss Ltask. The re-
sults are based on 70 GT (10%) images during stage c) train-
ing.

for our experiment and use the categorical cross en-
tropy loss as task loss.

After stage a) training on sketches, the classifi-
cation network f achieves an in-domain accuracy of
94.11%. When evaluating f on the real domain we
see a drop to 9% accuracy. For a 10-class prob-
lem, this performance is slightly below the perfor-
mance when predicting the classes uniformly at ran-
dom. This confirms that the domain gap between gray
scale sketches and RGB photographs is notably big-
ger than the domain gap considered in (Mabu et al.,
2021).

Feeding f with images generated by GR →S after
stage b) training, already improves the accuracy sub-
stantially by 27 percent points (pp) reaching an ab-
solute accuracy of 36%. When continuing training
GR →S with stage c), we achieve up to 43% accuracy
of f depending on how much we weight the task loss
component in Eq. (2). A quantitative comparison of
the network performance with respect to different in-
puts is shown in Fig. 3. For values of α ≤ 0.5, we ob-
serve no clear trend compared to a CycleGAN-only
training (i.e., task agnostic). Whereas, we improve
the accuracy using our method when Ltask dominates
(α > 0.5) the adversarial loss yielding a relative in-
crease of up to 7 pp.

When we only use the task loss in the genera-
tor training (α = 1.0), the performance of f drops
again. This is expected as we remove the adversar-
ial loss completely and therefore do not get notable
feedback from the discriminator. We also investigate
the change of the performance with respect to α in
our semantic segmentation experiments where we ob-
serve this trend more clearly in the CARLA setup (cf.
Fig. 8).

Exemplary, we show the results of different gen-
erators trained with different α weighting in Fig. 4.

RGB photo one GT sketch

CycleGAN only α = 0.2 α = 0.4 α = 0.6 α = 0.8 α = 0.9 Ltask only

cup cup cat shoe shoe shoe cat

Figure 4: Qualitative results of the output of the generators
trained with different weighting (α) of the downstream task
loss. Top row: Real domain RGB photo (input of genera-
tor) and one of the ground truth sketches of the RGB photo.
Bottom row: Generated sketches and the prediction results
of the downstream task network.

The classification results of the network trained on
sketches are reported underneath the images. Even
though f classifies the shoe correctly for α = 0.6,
α = 0.8 and α = 0.9, we as human can barely see a
difference between the generated images. Neverthe-
less, these results show that with emphasis on the task
loss the generator learned to support the downstream
task.

In the next paragraph we consider semantic seg-
mentation – a distinct more challenging task – on the
domain gap between real and simulated street scenes.

4.2 Semantic Segmentation on
Simulated Street Scenes

a) Dataset: For the semantic segmentation task we
use the established dataset Cityscapes (Cordts et al.,
2016) for the real domain. The dataset contains im-
ages which were taken in multiple cities and have a
resolution of 2,048 × 1,024 pixels. For our experi-
ments we use the 2,975 images of the train split as
well as the 500 validation images where the fine an-
notations are publicly available.

For the synthetic domain we conduct our ex-
periments on two different datasets. In the first
experiment we use one of the standard dataset in
domain adaptation experiments: SYNTHIA-RAND-
CITYSCAPES (Synthia) (Ros et al., 2016). It con-
sists of 9,000 images with a resolution of 1,280×760,
randomly taken in a virtual town from multiple view
points. To have coincided classes in both domains,
we restrict the classes to the commonly used 16 for
domain adaptation which are the Cityscapes training
IDs except for train, truck and terrain (Brehm et al.,
2022). As no fixed validation set is given, we leave
out the last 1400 images during training. Using the
first 700 thereof for validation.

As a second setup we generated a dataset with the
help of the open-source simulator CARLA (Dosovit-
skiy et al., 2017) which allows for the extraction of a
strongly controlled dataset to realize our hypothesis of
unlimited data in the synthetic domain. To showcase
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this we restrict our data to town 1 of CARLA with
fixed environmental settings like weather, wind etc.
We generated 3,900 images for training and 1,200 im-
ages for validation with a resolution of 1,920×1,080
by randomly spawning the ego vehicle on the map.
Furthermore, we spawned each time a random num-
ber of road users for a diverse scenery. Similar to
Synthia not all Cityscapes training classes exist in
CARLA. In particular, there is no distinction between
different vehicle and pedestrian types. To this end, we
fuse them into a vehicle and a pedestrian metaclass.
Therefore, we consider only 13 classes: road, side-
walk, building, wall, fence, pole, traffic light, traffic
sign, vegetation, terrain, sky, pedestrian, vehicles.

In contrast to manually labeling, the segmenta-
tion mask of CARLA is comparably fine detailed. To
adapt the more coarse labeling of a human annota-
tor and therefore generate more comparable seman-
tic segmentation masks we smooth the label and the
RGB images in a post-processing step according to
the method from (Rottmann and Reese, 2022).
b) Implementation & Results – Synthetic Domain Ex-
pert: For the semantic segmentation network f , we
use a DeepLabv3 with ResNet101 backbone (Chen
et al., 2017) ranging under the top third of seman-
tic segmentation models on Cityscapes with respect
to the comparison of (Minaee et al., 2021). We train
with Adam (Kingma and Ba, 2014) with class weight-
ing, polynomial learning rate and from scratch with-
out pre-training to evaluate the domain gap accu-
rately. To range the results, we trained and evaluated
f once on Cityscapes to state the oracle performance
of the from-scratch-trained network independently of
our experiments. This led to a mIoU of 62.74% on
the validation set. This model is only used as refer-
ence and therefore we refrained from hyperparameter
tuning.

For the experiments with Synthia as synthetic do-
main, we trained f for 3 days with a batch size of 2
due to GPU memory capacity which led to 107 epochs
of training on the training dataset. During training, we
crop patches of size 1,024×512 and flip horizontally
with a chance of 50%. On the in-domain validation
set we achieve a mIoU of 64.83%.

For the experiments with CARLA as synthetic
domain, we trained our network for 200 epochs
with random quadratic crops of size 512. The best
mIoU achieved on the validation set during training
is 91.89%. Benefiting from the simulation we con-
structed a meaningful in-domain expert with this. As
the image resolution of Synthia and CARLA images,
differ from the resolution of Cityscapes, a resizing is
necessary. Depending on the scaling and aspect ra-
tio the network’s prediction performance differs. We

0 0.2 0.4 0.6 0.8 1

0.21
0.23
0.25
0.27
0.29
0.31
0.33
0.35

loss weight α

m
Io

U

segmentation performance of our method

Figure 5: Influence of the task loss based on the Synthia
experiment setup. The weighting represents a linear inter-
polation between the adversarial generator loss and the task
loss (cf. Eq. (2)), resulting in the original CycleGAN imple-
mentation for α = 0 and the pixel-wise cross entropy loss
for α = 1.

chose the scaling with the best performance, which
we found for 1,024× 512. For a fair comparison we
let the GANs generate the same resolution.
c) Implementation Details – Domain Shift: When not
denoted otherwise we used 175 epochs for the stage
b) training (task agnostic training) and additionally 50
epochs for the stage c) training where labeled data is
available. We use the pixel-wise cross entropy as task
loss. To balance the scale of the task loss Ltask with
respect to the adversarial generator loss LGR →S we in-
clude an additional scaling factor γ. Multiplying the
task loss with γ leads to more balanced loss compo-
nents and therefore a better interpretability.
d) Experiment Setup and Results: First experiments
were done on a mixture of labeled and unlabeled data,
but we experienced an unstable training when alter-
nating between the corresponding loss functions L̂Gen
and LGen. Splitting the generator training into two
stages as described in Sec. 3, led to a more stable
training and therefore better results.

As explained in Sec. 2, due to the pure domain
separation we are considering, a direct comparison to
other DA methods is barely meaningful. Hence, for
evaluation we compare our approach with the same
types of methods as done in (Mabu et al., 2021):

M1. Synthetic domain expert f fed with images gen-
erated by GR →S based on CycleGAN-only train-
ing (stage b) only; equaling α = 0.0)

M2. Synthetic domain expert f fed with real im-
ages without domain transformation (original
Cityscapes images)

M3. Semantic segmentation network fR trained from
scratch in a supervised manner on the same
amount of labeled real-world images as available
at stage c).

During the GAN-training we evaluate f on the (GAN-
transformed) Cityscapes validation set and report the
best mIoU during training.
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Table 1: Domain gap comparison of networks trained from
scratch vs. ImageNet pre-trained (Dundar et al., 2018) with
Cityscapes as out-of-domain (ood) evaluation.

Synthia → Cityscapes (mIoU in %)
method ood oracle gap

ImageNet pre-trained 31.8 75.6 43.8
from scratch (ours) 9.9 62.7 52.8

To analyze the impact of the different loss compo-
nents in the Synthia setup, we set the scaling parame-
ter γ empirically to 0.25, we fix the GT amount to 5%
(148 labeled training images) and vary the weighting
parameter α between 0 and 1. The corresponding re-
sults are shown in Fig. 5. We see the positive impact
of the task awareness in the growing mIoU values.
Using a weighting of α = 0.9 for Ltask, we achieve
34.75% mIoU which is a performance increase of
13.41 pp compared to M1 (task agnostic training).

In Fig. 6 we show for one example the differ-
ently generated images as well as their predictions
by the synthetic expert. The column “Cityscapes”
in Fig. 6 illustrates the low prediction performance
of a synthetic domain expert when never having seen
real-world images (M2). The network’s performance
drops to roughly 10% when real world images are
used as input for the domain expert. Here we see a
significant difference to results reported by other do-
main adaptation methods which use ImageNet pre-
trained networks, e.g., (Dundar et al., 2018). The do-
main gap is summarized in Tab. 1 where we com-
pare ImageNet pre-trained network performance to
ours evaluated on Cityscapes. We state out-of-domain
performance (i.e., trained on Synthia; second col-
umn), oracle performance (i.e., trained on the full
Cityscapes training dataset; third column), and the
domain gap between them, measured as difference
in performance (last column). The results indi-
cate that the ImageNet pre-training already induces
a bias towards the real domain distorting a pure do-
main separation which should be avoided when an-
alyzing domain gaps. Based on our training-from-
scratch setup, using task agnostic generated images
(M1) improves already significantly the performance
(11.44 pp) whereas our approach (task aware GAN)
can lead to a relative improvement of up to 24.85 pp
when 5% GT images are available.

Moreover, we analyze the capacity of the method
based on the amount of GT available. Therefore, we
fix α = 0.8 and vary the GT amount for the stage
c) training. We randomly sample images from the
Cityscapes training dataset for each percentage but
fix the set of labeled data for the experiments with
CARLA and “Cityscapes-only” training (M3) for the
sake of comparison. Results are shown in Fig. 7
(blue curve). The dotted horizontal line is the mIoU

achieved by f when exclusively feeding images gen-
erated by the task agnostic GAN after finishing stage
b) training. For a fair comparison we trained the task
agnostic GAN for another 125 epochs which results
in a better mIoU of 21.34% which we use as result
for GT = 0 (equaling α = 0.0). For our experiment
we compare 0.5% (14 images), 1% (29 images), 2%
(59 images), 5% (148 images) and 10% (297 images)
of GT data for the stage c) training. Triggering the
task awareness with only 14 images already improves
the network accuracy by 6.75 pp. The results show
that training GR →S with the task loss on negligible
few GT data, improves the network’s understanding
of the scene without retraining the network itself.

Additionally, we compare our method with results
of fR (M3). Having no labeled data, a supervised
method can barely learn anything. Therefore, we set
the value to the same as for 0.5% GT which most
likely overestimates the performance. The results are
visualized by the orange curve in Fig. 7. The results
show that our method outperforms M3 by a distinct
margin when only a few labels are available. How-
ever, when we have access to more than 297 (10%)
fine labeled images of Cityscapes, a direct supervised
training should be taken into consideration.

For the CARLA experiments we set γ = 1, as the
losses are already in the same scale. We repeat the
three experiments on our CARLA dataset. The results
of varying α are visualized by the blue curve in Fig. 8.
Also, on the CARLA dataset our method shows a
notable improvement over CycleGAN-only training
(M1; α = 0) when choosing a balanced weighting be-
tween the adversarial and the task loss. These exper-
iments confirm that the task awareness improves the
performance, but the task loss should be used in addi-
tion and not as a stand-alone concept.

The results of the GT amount variation are shown
in Fig. 9 for α = 0.4 where the blue curve represents
the best mIoU results achieved with our method and
the orange curve shows the results of fR (M3) given
different amount of GT. As before our method out-
performs M1 as well as M3 when less than 5% GT
is available. Above that, the supervised method is
superior. The distinct improved semantic segmenta-
tion of the street scene can also be seen in the qualita-
tive results shown in Fig. 10 (bottom row). As in the
previous experiment visual differences recognizable
by humans of the generated images with CycleGAN
(top row mid) and our method (top row right) are lim-
ited. Furthermore, we see again the low performance
caused by the domain gap when feeding real images
to our from-scratch-trained synthetic expert f . On the
untranslated images (M3), f yields an mIoU of 9%.
Hence, the observed results achieved by our method
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Task aware GAN (ours)
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Figure 6: Comparison of prediction results of an untranslated Cityscapes image (left), task agnostic I2I (mid) and our approach
(right) based on a semantic segmentation network trained on Synthia.
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Figure 7: Performance comparison of our method based on
Synthia setup with different amount of ground truth (blue)
and a from scratch supervised training on Cityscapes with
the same amount of data (orange).
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Figure 8: Influence of the task loss for the CARLA exper-
iment setup. The weighting represents a linear interpola-
tion between the adversarial generator loss and the task loss
Eq. (2). Results after stage c) based on a 175 epochs unsu-
pervised GAN-training are shown in blue. The green graph
shows the method performance when trained with a longer
amount of stage b) steps.

demonstrate a significant reduction of the domain gap
via generating more downstream task relevant visual
features.

Lastly, we consider a longer stage b) training to
find out whether a longer training further improves
the results. We train in total 285 epochs in stage b)
and show the results of the complete method with 5%
GT in Fig. 8 visualized by the green curve. The ex-
periments reveal that a moderate number of epochs
for stage b) is already enough for a good initialization
of stage c). Although we start the stage c) training
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Figure 9: Performance comparison of our method based on
CARLA setup with different amount of GT (blue) and of
fR which is trained from scratch in a supervised manner on
Cityscapes with the same amount of data (orange).

with a higher mIoU (dotted lines) when trained with
stage b) for more steps, the experiments show that we
achieve nearly the same absolute mIoU values.

5 CONCLUSION AND OUTLOOK

In this paper, we presented a modular semi-supervised
domain adaptation method based on CycleGAN
where we guide the generator of the image-to-image
approach towards downstream task awareness with-
out retraining the downstream task network itself. In
our experiments we showed on a “real to sketch” do-
main adaptation classification task that the method
can cope with large domain gaps. Furthermore, we
showed that our method can be applied to more com-
plex downstream tasks like semantic segmentation
yielding significant improvements compared to a pure
I2I approach and from scratch training when a lim-
ited amount of GT is available. Besides, we analyzed
the impact of the task awareness and the GT. Con-
trary to the common practice, all results were pro-
duced based on a non-biased domain gap. To this end,
we trained all components from scratch. Our achieved
results suggest that the commonly used ImageNet pre-
trained backbone already incorporates real world do-
main information and therefore distorts the gap analy-
sis. Additionally, we showed that we can achieve very
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Figure 10: Comparison of prediction results of an untranslated Cityscapes image (left), task agnostic style transfer (mid) and
our approach (right) based on a semantic segmentation network trained on our CARLA dataset.

strong models when considering abstract representa-
tions (like sketches or modifiable simulations).

For future work, we are interested in elaborat-
ing more on the (intermediate) abstract representa-
tion, e.g., investigating if the robustness of the model
can benefit from it. Additionally, it has potential to
help us better understand which visual features are
important for a downstream task network. Generat-
ing more informative images for a downstream task
network might give insights into the network behav-
ior and help generate datasets which are cut down to
the most important aspects of the scene for a neu-
ral network which is not necessarily what a human
would describe as meaningful. Moreover, an uncer-
tainty based data selection strategy for stage c) train-
ing, could further improve the method. In addition,
the method could be combined with self-training as
these models need a good initialization to generate
reasonable pseudo labels (Mei et al., 2020). Never-
theless, when training the downstream task network
completely from scratch, we have shown that the net-
work performance is questionably low. Therefore, our
method can be seen as complementary to the self-
training approaches to ensure a reasonable prediction
of the network in early stages.
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Jülich Supercomputing Centre (2019). JUWELS: Modu-
lar Tier-0/1 Supercomputer at the Jülich Supercom-
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