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Abstract: Nowadays, there is an increased use of AI-based technologies in applications ranging from smart cities to
smart manufacturing, from intelligent agents to autonomous vehicles. One of the main challenges posed by
all these intelligent systems is their trustworthiness. Hence, in this work, we study the attributes underlying
Trustworthy Artificial Intelligence (TAI), in order to develop an ontological model providing an operational
definition of trustworthy intelligent systems (TIS). Our resulting Trustworthy Intelligent System Ontology
(TISO) has been successfully applied in context of computer vision applications.

1 INTRODUCTION

The ongoing growth of AI-based technologies
(Michael and Orescanin, 2022) in the new Society
5.0 (Fukuyama, 2018) has raised the question about
the trustworthiness of these intelligent systems (Nair
et al., 2021), (Black et al., 2022).

The trust concept has been studied in context
of Information Systems back to late 1990s /early
2000s (Shapiro and Shachter, 2002). In particular,
McKnight and Chervany (2000) proposed a well-
established interdisciplinary model of trust types, re-
lying on beliefs and intentions, and being based on
characteristics such as competence, predictability, in-
tegrity, and benevolence.

More recently, with the development of AI sys-
tems whatever under water, on the ground, or in the
air (Athavale et al., 2020), for applications encom-
passing smart cities, smart manufacturing, and smart
agriculture (Coeckelbergh, 2019), the trust and trust-
worthiness concepts have been further investigated,
leading to the field of Trustworthy Artificial Intel-
ligence (TAI) (Jain et al., 2020). TAI is compre-
hended as a multi-dimensional concept which defini-
tion is yet to be fully set (Ashoori and Weisz, 2019).
While many works defined the trustworthiness mainly
in terms of predictability (Bauer, 2021), some re-
cent works include also aspects such as ethics, law-
fulness, robustness (Gillespie et al., 2020), depend-
ability, beneficence, understandability (Chatila et al.,

2021), non-maleficence, fairness, non-discrimination
(Thiebes et al., 2021), privacy, transparency, explain-
ability (Li et al., 2021), responsibility, controllabil-
ity, accountability, as well as societal & environmen-
tal well-being (Liu et al., 2021).

Therefore, an ontological approach to capture the
TAI domain and the ontological modeling to formal-
ize the TIS concept look a promising way forward.
Indeed, ontologies aid to formally specify knowledge
of a domain and have been proven to be useful in Soft-
ware Engineering (SE) and Artificial Intelligence (AI)
domains alike (Olszewska and Allison, 2018), (Ol-
szewska, 2020), (Bayat et al., 2016), (Fiorini et al.,
2017), (Olszewska et al., 2017), (Olszewska et al.,
2022).

Some ontologies have been produced to contribute
to the Web of Trust by conceptualizing notions such
as trust, trustee, trustor (Viljanen, 2005), belief, trust
in belief, trust in performance (Huang and Fox, 2006),
performability, predictability, security (Cho et al.,
2016), as well as institution-based trust and social
trust (i.e. inter-person trust) (Amaral et al., 2019).
However, these older ontologies do not handle AI-
based systems and their related challenges.

Besides, some ontologies have been built for spe-
cific applications such as recommendation systems
(Porcel et al., 2015) or cyber-physical systems (Bal-
duccini et al., 2018). Thence, their scope is limited in-
trinsically, while their implementations are not avail-
able.
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For the TAI domain specifically, only two ontolo-
gies have been developed so far (Filip et al., 2021),
(Manziuk et al., 2021), and both body of knowledge
are based on the ISO/IEC TR 24028:2020 standard
(ISO/IEC, 2020).

On one hand, Filip et al. (2021) proposes
three main concepts, namely, the governance one,
the stakeholder one, and the technical one. The
governance-based trustworthiness is characterized by
transparency, explainability, accountability, and cer-
tification. The stakeholder-based trustworthiness is
characterized by ethics, fairness, and privacy. The
technical-based trustworthiness is characterized by
reliability, robustness, verifiability, availability, re-
silience, quality, and bias. Since the scope of this
ontology is to coordinate the development of differ-
ent standards and to check their consistency and/or
overlap, this ontology is actually a taxonomy, without
any axiomatization or implementation.

On the other hand, Manziuk et al. (2021) have
elaborated concepts such as trustworthiness, vulner-
ability, threat, challenge, high-level concern, stake-
holder and mitigation measure, where the latter con-
cept has been decomposed in further sub-concepts
such as transparency, explainability, controllability,
bias reduction, privacy, reliability, resilience, robust-
ness, fault reduction, safety, testing, evaluation, use,
and applicability. Whereas this work presents an at-
tempt to formalize the above-mentioned concepts of
(ISO/IEC, 2020), it does not provide their implemen-
tation in any ontological language.

Therefore, as far as we are aware, none of the
works which can be found in the current literature
presents both conceptual and implementation models
for TIS.

Hence, in this paper, we propose to capture the
TAI domain in an OWL-based ontology we called
Trustworthy Intelligent System Ontology (TISO) and
to elaborate a formal and operational definition of the
trustworthiness of intelligent systems (TIS).

In particular, to establish such formal and opera-
tional TIS definition, the TISO ontological concepts
are encoded in Web Ontology Language Descriptive
Logic (OWL DL), which is considered as the interna-
tional standard for expressing ontologies and data on
the Semantic Web (Guo et al., 2007), and uses Pro-
tege tool in conjunction with the FaCT++ reasoner
(Tsarkov, 2014).

Besides, to be operational, a definition needs
also to be measurable (Garbuk, 2018), (Cho et al.,
2019). Thus, we worked on identifying measurable,
attributes of trustworthy intelligent systems, while
keeping a trade-off between software quality require-
ments (Nandakumar, 2022), (Mashkoor et al., 2022)

and metric overabundance avoidance (DeFranco and
Voas, 2022). As a result, we defined two initial, core
TIS sub-concepts, namely, dependability and trans-
parency.

It is worth noting that in context of specific appli-
cations or different perspectives such as user-centric,
designer-centric, or regulator-centric, our TIS onto-
logical modelling allows the core set of the TAI at-
tributes to be expanded accordingly, e.g. to deal
with the human-in-the-loop paradigm (Calzado et al.,
2018) and related concepts (Kaur et al., 2023).

On the other hand, since the trustworthiness has
also a temporal dimension as (Ashoori and Weisz,
2019), (Bauer, 2021), (Thiebes et al., 2021), (Kaur
et al., 2023), our proposed TIS definition is further
formalized using temporal logic in a way to represent
and measure TIS over time and/or at different stages
of the software development life cycle (Olszewska,
2019a).

The contributions of this paper is thus twofold.
On one hand, we propose our TISO ontology which
purpose is to aid in the trustworthiness assessment
of AI-based systems. On the other hand, we intro-
duce a fully operational definition of IV trustworthi-
ness which is both formal and measurable and which
has been implemented within TISO.

The paper is structured as follows. Section 2
presents the scope and the development of our Trust-
worthy Intelligent Systems’ Ontology (TISO), while
its evaluation and documentation are described in
Section 3. Conclusions are drawn up in Section 4.

2 PROPOSED TISO ONTOLOGY

To develop the AI-T ontology, we followed the
ontological development life cycle (Gomez-Perez
et al., 2004) based on the Enterprise Ontology (EO)
Methodology (Dietz and Mulder, 2020), since EO is
well suited for software engineering applications (van
Kervel et al., 2012), (Olszewska, 2019b).

The adopted ontological development methodol-
ogy consists of four main phases, which cover the
whole development cycle, as follows:

1. identifications of the scope of the ontology (Sec-
tion 2.1);

2. ontology building which consists of three parts:
the capture to identify the domain concepts and
their relations; the coding to represent the ontol-
ogy in a formal language; and the integration to
share ontology knowledge (Section 2.2);

3. evaluation of the ontology to check that the de-
veloped ontology meets the scope of the project
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(Section 3.1);

4. documentation of the ontology (Section 3.2).

2.1 Ontology Scope

The scope of this TISO ontology is, as follows:

• TIS domain capture: to identify the core concepts
of the trustworthy artificial intelligence domain
based on previous works and standards;

• TIS guidelines: to aid in building, testing, and de-
ploying TIS;

• TIS formalization: to elaborate an operational
(formal and measurable) definition of trustworthy
intelligent systems;

• TIS quantification: to check if an intelligent sys-
tem is trustworthy.

2.2 Ontology Building

In this work, we have studied further the challenges
of modern trustworthy AI (TAI) to propose an op-
erational definition for trustworthy IS (TIS). Hence,
from the literature on the TAI domain and on the TAI-
related ontologies (see Section 1), we have identified
two core attributes of TAI systems in order to base
TIS operational definition on.

On one hand, we have selected the dependability
attribute. For that, we adopt the well-established defi-
nition proposed by (Avizienis et al., 2004) which con-
siders dependability in terms of reliability, maintain-
ability, safety, and security, with the security attribute
encompassing itself the concepts of availability, in-
tegrity, and confidentiality.

On the other hand, we have chosen the trans-
parency (Winfield et al., 2021) attribute. The trans-
parency attribute, as defined in IEEE 7001:2021
(Winfield et al., 2021) for intelligent and autonomous
systems, presents up to five levels of transparency,
which definitions depend on the stakeholder status
(e.g. user, designer, regulator, etc.). It is worth adding
that the transparency attribute also includes notions of
explainability and fairness and, in some degree, as-
pects of familiarity and usability.

Indeed, these two core attributes have been proved
to be measurable according to the IEEE 982.1:2005
(IEEE, 2005) and IEEE 7001:2021 (Winfield et al.,
2021) standards, respectively.

Moreover, TISO relies on further metrics which
are specifically dedicated to AI systems. In particu-
lar, for the reliability attribute, in addition of the gen-
eral reliability metrics which are described in IEEE
1633:2016 standard (Neufelder et al., 2015), TISO

comprehends specific metrics to measure AI-based
systems’ reliability, as explained in (Olszewska,
2019b). Metrics to measure system safety are exposed
in works such as (de Niz et al., 2018), and metrics to
measure system security can be found e.g., in (Ala-
nen et al., 2022). Besides, (Pressman, 2010) present
extensively metrics for different attributes such as
maintainability, while metrics for the transparency at-
tribute have been studied, among others, by (Spag-
nuelo et al., 2016).

Next, we have coded the formal TIS knowledge
in Descriptive Logic (DL). Thence, the concept of
Trustworthy Intelligent System is defined in DL, as
follows:

Trustworthy Intelligent System ⊑ Intelligent System

⊓∃hasAttribute=Dependability

⊓∃hasAttribute=Transparency,

(1)
where the Dependability concept is defined in DL, as
follows:

Dependability ⊑Core Attribute
⊓∃hasAttribute=Maintainability

⊓∃hasAttribute=Reliability

⊓∃hasAttribute=Sa f ety

⊓∃hasAttribute=Security,

(2)

and the Transparency concept is defined in DL,
as follows:

Transparency ⊑Core Attribute
⊓∃Stakeholder.H
⊓∃System.S
⊓∃Transparency LevelS,H,i,

(3)

It is worth noting that the System concept can be
defined in DL, as follows:

System ≡ SubSystem.S1

⊔ ...⊔SubSystem.Ss,
(4)

where S j is the jth sub-system of the system S,
with j ∈ {1, ...,s}, while the system’s transparency
level is defined as in IEEE 7001:2021 standard (Win-
field et al., 2021). Therefore, we formalize the con-
cept of Transparency LevelS,H,i in DL, as follows:
Transparency LevelS,H,i ≡ Transparency LevelS,H

⊓∃transparency levelS,H .value=i∈{1,...,5}.

(5)
If the inspection is carried out at a sub-system

level S j, the overall level of transparency of the sys-
tem Transparency LevelS,H,i could be rather defined
in DL, as follows:
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Transparency LevelS,H,i ≡ Transparency LevelS,H
⊓∃transparency levelS,H .value=mini{LS j ,H,i j },

(6)

with LS j ,H,i j , the level of transparency of the sub-
system S j, where i j ∈ {1, ...,5} and where j ∈
{1, ...,s}.

On the other hand, TIS properties such as isTrust-
worthy could be formalized in DL, as follows:

isTrustworthy ⊑ Intelligent System Property

⊓∃isDependable

⊓∃isTransparent,

(7)

where isDependable property could be formalized in
DL, as follows:

isDependable ⊑ System Property

⊓∃isMaintainable

⊓∃isReliable

⊓∃isSa f e

⊓∃isSecure.

(8)

Moreover, the isReliable property could be further
formalized in DL, as follows:

isReliable ⊑ System Property
⊓∃System
⊓∃Reliability Metric
⊓∃hasReliabilityMetricValue={MR,S.value≥θR},

(9)

with S, the system as defined in Eq. (4); R, the relia-
bility attribute; MR,S, a reliability metric; and θR, the
threshold of this reliability metric.

In the Eq. (7), the isTransparent property could be
further formalized in DL, as follows:

isTransparent ⊑ System Property

⊓∃hasTransparencyLevel={LS,H,i≥1},
(10)

where LS,H,i is defined by Eq. (5) or Eq. (6), depend-
ing of the level of inspection of the system S.

Besides, the system’s trustworthiness over time
could be formalised using temporal-interval logic re-
lations as introduced in (Olszewska, 2016), as fol-
lows:

isTrustworthyOverTime ⊑ Intelligent System Property

⊓Temporal Property

⊓ (⋄tk)(⋄tl)

(tk+ < tl− )

(isTrustworthy(Sk@tk))

(isTrustworthy(Sl@tl))

(MA,Sl .value@tl ≥ MA,Sk .value@tk)

· (Sk@tk ⊓Sl@tl), (11)

Figure 1: Main classes of the TISO ontology.

where MA,Sk and MA,Sl are the metrics of the attribute
A in the time interval tk and tl , respectively; and
where the attribute A ∈ {X ,R,F,C,N}, with X , the
Transparency attribute, R, the Reliability attribute,
F , the Safety attribute, C, the Security attribute, and
N, the Maintainability attribute. Furthermore, in
Eq. (11), the temporal DL symbol ⋄ represents the
temporal existential qualifier, and a time interval is an
ordered set of points T = {t} defined by end-points t−

and t+, such as (t−, t+) : (∀t ∈ T )(t > t−)∧ (t < t+).

These TISO ontological concepts and relation-
ships have then been implemented in the Web On-
tology Language (OWL) language, which is the lan-
guage of all the software testing ontologies (Fer-
reira de Souza et al., 2013), and uses Protege v4.0.2
Integrated Development Environment (IDE) with the
inbuilt FaCT++ v1.3.0 reasoner (Tsarkov, 2014) to
check the internal consistency and to perform auto-
mated reasoning on the terms and axioms. An excerpt
of the encoded concepts is presented in Fig. 1.

3 VALIDATION AND
DISCUSSION

The developed TISO ontology has been evaluated
both quantitatively and qualitatively in a series of ex-
periments as described in Sections 3.1, while its doc-
umentation is mentioned in 3.2.
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Figure 2: Overview of the visual object recognition (VOR) process.

3.1 Ontology Evaluation

To assess the TISO ontology on a real-world case
study, we have analysed a computer-vision system
(Olszewska, 2019b) which is an intelligent system
processing visual inputs such as images or videos in
order to extract high-level information that can be
of interest for intelligent agents or humans alike. In
particular, we have studied a computer-vision system
dedicated to the visual object recognition (VOR).

The VOR process is illustrated on Fig. 2. (right
side) and consists in processing the information from
image features thanks to artificial intelligence meth-
ods in order to find the semantic label corresponding
to the object of interest (i.e. the object to recognize/
the recognized object). The automated VOR process
is similar to the natural VOR process, but presents a
range of challenges, as illustrated on Fig. 2 (left side).

Hence, at first, on the picture on the top left corner
of Fig. 2, one can see clearly the object of interest (in
this case, a violin), because this object of interest is
not rotated/has no deformations, and its foreground
is not occluded, while its background is not noisy;
the picture being centered on that object of interest
– the object of interest being the only object visible in
the scene. However, on the picture in the middle left
side of Fig. 2, one can see that the object of interest
(i.e. the violin) is rotated compared to the first picture.
Moreover, in the second picture, the foreground is oc-
cluded, and the background is cluttered; the picture’s
overall resolution being poor as well – all these pre-
senting additional challenges to the automated VOR
process. Furthermore, on the picture on the bottom
left corner of Fig. 2, one can see an even more com-
plex background, since there are several objects such

as one violin on the left, one guitar on the right and
other objects around. The object of interest (i.e. the
violin) is even more occluded, and it is not centered
(but it is on the left side of the scene).

The object of interest has also a very different ori-
entation and a different colour compared to the first
and second pictures, leading to ‘intra-class dissimi-
larities’. On the other hand, the colour of the violin
on the left is similar to the colour of the guitar on the
right of the picture, leading to ‘inter-class similari-
ties’. Please note that the word ‘class’ is used here as
in the AI domain, rather than an OWL ‘class’.

Thus, a computer-vision system handling the au-
tomated VOR needs to address the above-mentioned
challenges. To study the trustworthiness of such in-
telligent vision system (IVS), experiments have been
carried out using Protege v4.0.2 IDE and applying
FaCT++ v1.3.0 reasoner on the TISO ontology to-
gether with the STVO ontology (Olszewska and Mc-
Cluskey, 2011). It is worth noting that STVO stands
for Spatio-Temporal Visual Ontology and comprises
concepts such as object colour, object shape, object
size, etc.

In particular, we have evaluated the different met-
rics MA,St for the different attributes of the trustwor-
thy intelligent systems (TIS) at different phases of
the IVS software development life cycle (SDLC) (Ol-
szewska, 2019a). In this way, we can apply the formal
and operational definitions of the TIS concepts and
properties as explained in Section 2 and their tempo-
ral dimension through these different stages of the life
cycle of a VOR-dedicated IVS.

To exemplify this type of experiments, we can
consider e.g. the Reliability attribute R and a relia-
bility metric MR,SDn

such as the VOR accuracy at four
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stages such as Describe (D3), Develop (D5), Deploy
(D7), and Deploy’ (D7’) of the IVS SDLC, where D7
is the IVS deployment phase during the time inter-
val tD7, while D7’ is the phase where the IVS sys-
tem has been deployed for a time interval tD7′ with
tD7+ > tD7′+ . Let us assume the VOR accuracy thresh-
old θR ≥ 90%, so TISO helps to check if at all these
Dn stages, MR,SDn

.value ≥ θR as per Eq. (9) and
MR,SDn+1

.value ≥ MR,SDn
.value as per Eq. (11). Once

repeated for all the identified attributes and their re-
lated metrics and thresholds, this leads to contribute
to the verification if the system ‘isTrustworthy’ and if
the system ‘isTrustworthyOverTime’, respectively.

It is worth noting that measuring the trustwor-
thiness at different SDLC stages generates different
types of information about the trustworthy intelligent
system. For example, at the D3 stage, the values of
MA,SD3 can be incorporated in the system’s require-
ments, leading to trustworthiness by design (Hamon
et al., 2022). At the D5 stage, the values of MA,SD5
are obtained by running the system to test it and can
be part of a certification process (Fisher et al., 2021).
At the D7 stage, the values of MA,SD7 are reflecting the
system performance as well as trustworthiness in real-
world environment, while at the D7’ stage, the values
of MA,SD7′ indicate if an intelligent system is trust-
worthy over time, in a model-agnostic way (i.e. in-
dependently of the used machine learning/deep learn-
ing/.../logic techniques). Indeed, these measurements
are performed on an intelligent system under the as-
sumption that the intelligent system is a ‘black-box’
or a set of ‘black-boxes’, depending of the level of in-
spection. Therefore, our proposed model allows to as-
sess the trustworthiness of intelligent systems, what-
ever AI approach (i.e. symbolism, connectivism, etc.)
they use in their core process.

3.2 Ontology Documentation

The TISO ontology has been documented in
Section 2. It is a middle-out, domain on-
tology that has been developed for trustworthy
intelligent systems using EO methodology and
that is not dependent of any particular soft-
ware/system/agent/service/application/project. While
TISO is based on the software engineering body of
knowledge as well as the TAI principles and metrics,
it has essentially been built on non-ontological re-
sources such as primary sources (e.g. IEEE standards)
– TISO having not reuse any existing TAI ontology.

On the other hand, the TISO ontology could be
used in conjunction with other ontologies such as
the core ontology for autonomous systems (CORA)
(IEEE, 2015) or other robotics and automation on-

tologies (Fiorini et al., 2017) for further integration
(Olszewska et al., 2017) within robotic and/or au-
tonomous systems.

Moreover, the TISO ontology can be integrated
with ontologies such as AI-T (Olszewska, 2020) for
the testing (Black et al., 2022), (Araujo et al., 2022) as
well as the verification (Dennis et al., 2016), (Araiza-
Illan et al., 2022). of intelligent systems.

Besides, TISO can be applied together with other
IEEE standards such as IEEE 7010:2020 (Schiff et al.,
2020) or IEEE 7007:2021 (Prestes et al., 2021) to sup-
port Beneficial AI and/or Ethical/Legal AI, respec-
tively.

4 CONCLUSIONS

In this paper, we have presented (a) a new ontology
called TISO capturing the Trustworthy Artificial In-
telligence (TAI) domain and identifying the core at-
tributes of the trustworthiness in context of AI; (b)
a formal and operational definition of Trustworthy
Intelligent Systems (TIS), allowing interoperability,
modularity, and multi-dimensionality (by including
the temporal aspect). The developed ontology con-
sists in integrating (b) within (a), in order to guide the
development and use of trustworthy intelligent sys-
tems and to quantify the trustworthiness of intelligent
systems over time and from various stakeholders’ per-
spectives.
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