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Abstract: Text classification is a traditional problem in Natural Language Processing (NLP). Most of the state-of-the-art
implementations require high-quality, voluminous, labeled data. Pre-trained models on large corpora have
shown beneficial for text classification and other NLP tasks, but they can only take a limited amount of sym-
bols as input. This is a real case study that explores different machine learning strategies to classify a small
amount of long, unstructured, and uneven data to find a proper method with good performance. The collected
data includes texts of financing opportunities the international R&D funding organizations provided on their
websites. The main goal is to find international R&D funding eligible for Brazilian researchers, sponsored
by the Ministry of Science, Technology and Innovation. We use pre-training and word embedding solutions
to learn the relationship of the words from other datasets with considerable similarity and larger scale. Then,
using the acquired features, based on the available dataset from MCTI, we apply transfer learning plus deep
learning models to improve the comprehension of each sentence. Compared to the baseline accuracy rate of
81%, based on the available datasets, and the 85% accuracy rate achieved through a Transformer-based ap-
proach, the Word2Vec-based approach improved the accuracy rate to 88%. The research results serve as a
successful case of artificial intelligence in a federal government application.

1 INTRODUCTION

In Natural Language Processing (NLP), a traditional
problem is text classification. It consists in predict-
ing/assigning a predefined category(s) to an input text.
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For this goal, a crucial intermediate task is text rep-
resentation. Literature covers various neural models
for learning text representation, from convolutional
(Zhang et al., 2017; Shen et al., 2018) and recurrent
models (Yogatama et al., 2017; Seo et al., 2017) to
attention mechanisms (Yang et al., 2016; Lin et al.,
2017). Alternatively, pre-trained models on large
corpora have shown beneficial for text classification
and other NLP tasks, possibly preventing the need to
train a new model from scratch. One type of pre-
trained model is word embeddings, such as word2vec
(Mikolov et al., 2013) and GloVe (Pennington et al.,
2014). Another option is contextualized word embed-
dings, such as CoVe (McCann et al., 2017) and ELMo

Rocha, C., Dib, M., Weigang, L., Nunes, A., Faria, A., Cajueiro, D., Kely de Melo, M. and Celestino, V.
Using Transfer Learning To Classify Long Unstructured Texts with Small Amounts of Labeled Data.
DOI: 10.5220/0011527700003318
In Proceedings of the 18th International Conference on Web Information Systems and Technologies (WEBIST 2022), pages 201-213
ISBN: 978-989-758-613-2; ISSN: 2184-3252
Copyright c© 2022 by SCITEPRESS – Science and Technology Publications, Lda. All rights reserved

201



(Peters et al., 2018).
These word embeddings contextualized or not, of-

ten function as additional features to aid the main
task. More recent studies have shown pre-trained
language models to be effective in learning common
language representations by utilizing a large amount
of unlabeled data, such as Generative Pre-trained
Transformer - GPT (Radford et al., 2018; Brown
et al., 2020)and Bidirectional Encoder Representa-
tions from Transformers - BERT (Devlin et al., 2018).

Most of these models go through the training pro-
cess using a finite set of data, and exceptional results
depend on a volume of high-quality, labeled data. The
possible variations in quantity or quality of the data
can influence the results. In real applications, these
models can yield unexpected and unsatisfactory re-
sults, affecting the robustness of the solution (Gron,
2017).

The data used to train these models can be un-
structured text, the most widely available informa-
tion on the internet. As much as they are easy to
comprehend by humans, they are a challenging in-
put for machines. Therefore, there is a need to de-
velop algorithms and methods capable of processing
large amounts of text for various applications (Allah-
yari et al., 2017). The data can be obtained through in-
formation extraction techniques and data mining (Han
and Kamber, 2000). Data extraction from diverse
platforms results in a nonuniform dataset with un-
structured data, where it is not clear where the most
relevant information is.

Although Transformer-based approaches have
achieved state-of-the-art results in NLP tasks, they
are well-suited to deal with relatively short sequences.
These models typically limit inputs to n = 512 tokens
due to the O(n2) cost of attention hindering their abil-
ity to classify long texts (Ainslie et al., 2020). How-
ever, there are many NLP applications built around
large blocks of text. An example is topic identifi-
cation of spoken conversations (Hazen, 2011; Ke-
siraju et al., 2016; Pappagari et al., 2018) and cus-
tomer satisfaction prediction of call centers (Chowd-
hury et al., 2016; Luque et al., 2017; Park and Gates,
2009; Meinzer et al., 2017). In the case of call cen-
ter conversations, the input can vary from short chats
to longer ones involving agents trying to solve com-
plex issues that the customers experience, resulting in
calls taking as long as an hour or more. An automatic
speech recognition (ASR) system transcribes these
calls. Such a transcript can exceed the length of 5000
words. Thus ETC (Ainslie et al., 2020) and Long-
former (Beltagy et al., 2020) were proposed and ob-
tained state-of-the-art results balancing performance
and memory usage.

Another trend employed in NLP tasks is the use
of Transfer Learning techniques that allows using
the knowledge of an original domain and provides
a means of transferring said knowledge to the desti-
nation domain to increase the data coverage. While
more commonly found in image processing applica-
tions, it was shown to be efficient in NLP applica-
tions by allowing the sharing of knowledge like simi-
larity in linguistic representation (Ruder et al., 2019).
Transfer learning takes the knowledge previously ac-
quired in the original domain and continues the train-
ing with new data.

This paper will focus on a more specific prob-
lem, creating a Research Financing Products Portfolio
(FPP) outside of the Union budget, supported by the
Brazilian Ministry of Science, Technology, and Inno-
vation (MCTI), The problem description and concep-
tual model of FPP/MCTI are shown in Figure 1. The
input data includes the text of financing opportunities
offered by many institutions worldwide on their web-
sites, such as scholarships, grants, fellowships, and
others. A small part of these data was manually la-
beled by the ministry staff and used in the supervi-
sion and training of the classification model, which
achieves the accuracy goal defined by the discrimina-
tion of the opportunities that allows research financ-
ing for Brazilian projects. Due to the nature of the
data collection, it has the following characteristics:

• Most of the data is unstructured and nonuniform.

• Texts with high variance in length, reaching up to
5000 tokens/words.

• A short amount of labeled data.

In this article, we explore different Artificial Intel-
ligence (AI) strategies to classify a small amount of
long, unstructured, and uneven data to find the appro-
priate method with good performance.

As the main contribution of this research, we use
pre-training and word embedding solutions to learn
the relationship of the words from other datasets with
considerable similarity and larger scale. Then, using
the acquired features, based on the available dataset
from MCTI, we apply transfer learning plus deep
learning models to improve the comprehension of
each sentence to describe the information of the web-
sites. Compared to the baseline accuracy rate of
86%, based on the available datasets, the proposed
Word2Vec-based approach in the classification im-
proves the accuracy rate to 88%. All training and test-
ing were done by using Google Colab Pro.
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Figure 1: FPP/MCTI classification model.

2 PROBLEM DESCRIPTION

Due to recurrent budget cuts in recent years, the
MCTI has been looking for ways to develop solu-
tions to finance and promote Science and Technology
projects outside the Union budget. A recent partner-
ship was made between MCTI and the University of
Brasilia (UnB) to research a semi-automatic system
based on AI and data science to assist scholars in find-
ing funding sources for technical projects.

The Research Financing Products Portfolio (FPP)
is a system maintained by the Secretariat of Financial
Structures and Projects (SEFIP) of MCTI, whose ob-
jective is to promote scientific research and raise re-
sources and financing. The FPP presents information
on opportunities offered by institutions, foundations,
and banks, such as Development Agencies and Multi-
lateral Banks. However, the tools for searching and
updating system information are currently manual,
making the process long and prone to errors. The ex-
pectation is that the system’s modernization through
Machine Learning (ML) and NLP solutions will pro-
vide tools for searching and updating data in an auto-
matic and optimized way.

The research aims to determine and develop in-
telligent and optimized tools to search, process, orga-
nize and present data to compose the FPP. It should
also implement a solution with user recommendation
and interaction so that the experience allows the con-
tinuous improvement of the resources’ usability using
reinforcement learning.

2.1 Main Steps of the Project

The implementation of the project is described in the
following steps: Data Scraping, Classification, Sum-
marization, and Recommendation.

Data Scraping: The first step in automating iden-
tifying and evaluating these sources is reading or cap-
turing the data. For this, a technique called data scrap-
ing will be used, which will consist of automated ac-
cess to leading online platforms that provide financing
resources for research projects. The idea is to be able
to scan data from these websites and collect informa-
tion regarding opportunities so that they can be used
in the subsequent stages of the project.

Classification: With data adequately collected
and organized, we can use machine learning tech-
niques to classify opportunities to select those open
to Brazilian projects. Since the classification step uses
data in text format, it will be necessary to use natural
language processing techniques so that it is possible
to extract contextual information and allow text inter-
pretation by the computer.

Summarization: The next step is data summa-
rization, which uses machine learning and natural lan-
guage processing techniques to summarize texts of se-
lected and classified opportunities. The summarized
texts will facilitate the subsequent dissemination of
opportunities.

Reinforcement Learning and Recommenda-
tion: In order to allow the continuous improvement
of the proposed solution, the last stage of the project
involves the development of an initial prototype of a
recommendation system that uses machine learning.
The implementation of the recommendation engine
will use reinforcement learning, AI techniques, and
feedback regarding the users’ experience.

2.2 Challenges in the Development of
the Project

Artificial intelligence, specifically machine learning
and deep learning, has come a long way in the last few
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decades (Parloff, 2016). The main reason for this evo-
lution is improved computer performance that made
previously impossible tasks possible. Another signif-
icant factor was the availability on the internet of large
masses of data to train specific-purpose models with
an ever-increasing number of parameters.

In the context of this project, we can understand
that most of the difficulties associated with the solu-
tion are related to these technologies’ short time of
existence. The work will be developed based on dis-
ruptive discoveries and results presented in the last
five years and can be currently stated as state-of-the-
art. When working with such recent research, it is
possible to find problems with replication and imple-
mentation with different types of data and different
architectures.

The first challenge is related to data acquisition in
the scraping stage. It involves scanning several online
platforms with different structures, so specific scrap-
ing codes are required for each platform. A structural
update to a platform can make the scraping code ob-
solete and deliver incorrect or incomplete data.

Another foreseen challenge concerns the quality
of the data obtained through scraping. Due to differ-
ences in the text’s format, language, and writing, from
each scraped platform, it will be difficult to guaran-
tee a standardization of the input data for the training
steps in machine learning, which can cause a drop in
performance or a worsening of results.

The third challenge is obtaining extra-contextual
information currently used by civil servants to iden-
tify opportunities. Because of its specificity, this in-
formation is difficult to share. The historical context
of the platform, and different terminology used by the
platform, are good examples of this.

In this paper, we focus on developing Machine
Learning solutions with a pre-training strategy for the
classification problem.

2.3 Input Data

Our work begins with the data obtained from scrap-
ping techniques, and it is vital to show the format
and current state of the initial inputted data. The data
used was from over 30 different platforms e.g. The
Royal Society, Annenberg foundation, and contained
357 rows, but only 260 of them were labeled as shown
in Figure 2. Of the data gathered, we were only inter-
ested in the main text content and did not use infor-
mation related to the website URL, title of the page,
and other metadata. The content text averages 800 to-
kens in length, but it has a high variance, reaching up
to 5000 tokens as shown in Figure 3.

Figure 2: MCTI dataset classes.

Figure 3: MCTI text length distribution.

3 RELATED WORK

In this section, we overview other works related to
the classification task in NLP, presenting state-of-the-
art works in classification, approaches to long texts,
small amounts of labeled data, and transfer-learning.

Deep Learning Models. Recent advances in com-
putational power and availability of data granted Deep
Learning (DL) a new resurgence (Thompson et al.,
2020), more specifically, the progress of artificial
Neural Networks (NN), such as Convolutional Neu-
ral Networks (CNN) and Long short-term memory
(LSTM). These deep neural network models have
been used successfully in text and document classi-
fication tasks (Minaee et al., 2021).

A DNN is a Deep Neural Network with more hid-
den layers. These multiple layers of abstraction seem
likely to give deep networks a compelling advantage
in learning to solve complex pattern recognition prob-
lems (Nielsen, 2015). DNNs are composed of con-
nected layers where each layer receives connections
from the previous layer and provides connections to
the following (Kowsari et al., 2017). The implementa-
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tion uses a standard backpropagation algorithm. The
output layer has one node for each class to be clas-
sified, only one for binary classification, and it is a
softmax function. The input needs to be vectorized
text using techniques such as word embedding, and
the purpose of the network is to learn the relationship
between inputs and target spaces using hidden layers
(Kowsari et al., 2019).

LSTM stands for Long Short-Term Memory
(Hochreiter and Schmidhuber, 1997) and is a neural
network based on Recurrent Neural Networks (RNN)
with the ability to handle the preservation of short-
term memories, specifically circumventing the prob-
lem of the vanishing gradient (Pascanu et al., 2013)
present in the RNN. It is made of units composed
of a cell, an input gate, an output gate, and a forget
gate (Gers et al., 2000). Like the RNN, the LSTM
contains a chain architecture that considers informa-
tion from previous nodes, with the difference that it
also contains several ports that regulate the amount
of information allowed in each node state. This type
of architecture associated with word-embeddings has
attained excellent results in text classification (Wang
et al., 2018; Xiao et al., 2018).

A CNN is a type of Deep Neural Network that
applies convolution operations to the input data be-
fore feeding it to the NN section. A basic CNN con-
sists of a Convolutional layer, a Pooling layer, and a
Fully-connected (FC) or Dense layer. The convolu-
tional layer is responsible for massive data processing
using filters and resource maps. The pooling layer
is responsible for grouping data to reduce computa-
tional complexity and reduce the number of network
outputs so that essential characteristics are preserved.
The fully connected layer performs the classification
task based on features extracted from previous layers
(IBM Cloud Education, 2020). While it is most com-
monly known for image processing (2D) and com-
puter vision (2D to 3D) applications, 1-dimensional
convolution exists and has achieved great results in
text classification (Kim, 2014).

Transfer Learning. The usage of transfer learning
in NLP tasks is not new (Pan et al., 2011; Do and
Ng, 2005) and has achieved excellent results over the
years. The main idea is to transfer knowledge from
different source domains to a target domain. A com-
mon approach for this is using word vector represen-
tations (Ruder et al., 2019; Raina et al., 2007) such
as word-embeddings. It is best used when sufficient
training data is only available in another domain of in-
terest. In this case, the knowledge transfer could sig-
nificantly improve learning performance by avoiding
expensive data-labeling efforts (Pan and Yang, 2010).

Pre-training and Fine-tuning. Within the NLP
realm, it has become common to approach problems
through transfer learning instead of building a model
from scratch by using a model pre-trained on an-
other task and fine-tuning it via further training in the
dataset of interest (Mohammed and Ali, 2021; Church
et al., 2021). In order to classify texts available on
an overload of datasets, it was proposed to use Pre-
trained language models (PLM). PLMs are previously
trained on a large corpus of text and have some ability
to understand text context, such as Transformer-based
models (Vaswani et al., 2017).

BERT (Devlin et al., 2018) is still presented as
state-of-the-art for most NLP tasks (van den Bulk
et al., 2022). Its training is done by conditioning both
left and right contexts, simultaneously optimizing for
tasks of a masked word and next sentence prediction.
BERT-base has an encoder with twelve transformer
blocks, twelve self-attention heads, a hidden size of
768, and a maximum input sequence of 512 tokens.
In order to perform the classification task, a classifica-
tion head is included with a simple softmax classifier
to return labels’ probabilities (Sun et al., 2019). How-
ever, this neural network usually only performs when
broad information is available in the dataset (Konto-
natsios et al., 2020; van Dinter et al., 2021).

In order to process long documents, BERT trun-
cates the text into the max input size (1024 for BERT-
large). Another approach presented by (Sun et al.,
2019) uses chunking and text fractions to use BERT
for long texts. The Longformer (Beltagy et al.,
2020) approach uses an attention pattern that com-
bines local and global information while also scal-
ing linearly with the sequence length. It can per-
form a wide range of document-level NLP tasks with-
out chunking/shortening the long input and without
complex architecture to combine information across
these chunks achieving state-of-the-art results on the
character-level language modeling task. Similarly,
ETC (Ainslie et al., 2020) also uses an attention
mechanism but differs from the Longformer by com-
bining global-local attention with relative position en-
codings and flexible masking, enabling it to encode
structured inputs similarly as graph neural networks
do. Although these implementations performed well
when using transformers, they relied on a large num-
ber of training data to achieve their results.

Since large-scale machine learning methods or
tools such as BERT requires high-performance com-
puting and extremely large-scale data, the tasks faced
by our project do not have these resources. Therefore,
we must form a technical procedure suitable for this
purpose. Based on the existing dataset D1 by MCTI,
we find a dataset D2 that has a certain similarity with
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D1 and is relatively large in scale. Use D1+D2 data to
carry out Pre-training, obtain the corresponding fea-
tures through Word Embedding, and then fine-tune
the DNN models under the guidance of the Transfer
learning strategy to achieve Few-shot learning.

Few-shot Learning. It is interesting to mention the
evolution of the few-example learning. In 1998, the
“Once learning” mechanism was proposed for image
clustering by one example to simulate human learning
behavior (Weigang, 1998) using Self-Organization
Map (SOM). This paradigm was also applied to iden-
tify the Radar images (Weigang and da Silva, 1999).
The researchers (Miller et al., 2000) defined a process
to learn from one example through shared densities
on transforms. This method used “prior knowledge”
to develop a classifier based on only a single training
example for each class. Li FeiFei and others (Fei-
Fei et al., 2003) developed “One-shot learning” to use
knowledge about object categories to classify new ob-
jects as humans do. After then, the concept was gen-
eralized as “Few-shot learning,” accepted by the com-
munity, and applied successfully in NLP applications
(Brown et al., 2020).

4 USING TRADITIONAL DEEP
LEARNING METHODS

There have been previous attempts to classify the fi-
nancing product dataset using non-machine learning
approaches. One solution using Naive Bayes and TF-
IDF achieved an accuracy of 86% (Silva et al., 2021).
Another solution employed keyword search, in which
the presence of selected keywords such as Brazil,
South America, and others would determine whether
it was an eligible opportunity. This solution achieved
an accuracy of about 78%. We begin this work by
establishing a traditional machine learning model and
normalizing the input data, using word embeddings
and classification models already consolidated in the
NLP community.

4.1 Data Normalization

Normalization is a preprocessing stage often applied
in machine learning systems. The process consists
of scaling the data to a needed interval. Also called
data scaling, normalization scales the data to study
little insights and valuable relationships and to work
with the best features of the data (Sree and Bindu,
2018). While not every dataset requires data normal-
ization, when features have different ranges of val-

ues, the model might be unable to learn or oscillate
back and forth for a long time before finally finding its
way to the global/local minimum. Different features
with similar ranges of values allow gradient descents
to converge more quickly.

Due to the provided data being composed of un-
structured and nonuniform texts, normalizing the data
became pivotal for defining the development baseline.
Normalized data can incorporate more easily into the
other layers of the application. The normalization
applied was Text Normalization, such as removing
HTML special characters and capital letters.

4.2 NLP Classification Models

4.2.1 Word Embeddings (WE)

The first layer of the proposed model is an embedding
layer. Word embedding is a method of extracting fea-
tures from the data, which can replace one-hot encod-
ing with dimensional reduction. While dealing with
textual data, words need to be converted into numbers
before being fed into a machine learning model. A
simple way is to use one-hot encoding to convert cat-
egorical features into numbers. For example, one-hot
encoding would transform the input integer values of
0, 1, and 2 to the vectors [1, 0, 0], [0, 1, 0], and [0, 0,
1] respectively (Heaton, 2020). This method results
in a dummy feature for each word, which means, for
example, 10,000 features for a vocabulary of 10,000
words. This approach is not feasible as it demands
large storage space for the word vectors and reduces
model efficiency. The embedding layer lets us convert
each word into a fixed length vector of defined size.
The resultant vector is a dense one with real values
instead of just 0’s and 1’s. In that way, the embedded
layer is like a look-up table. The words are the keys in
this table, while the dense word vectors are the values.

4.2.2 Models

After the embedding, which is just essentially
data preprocessing, it is necessary to develop the
project further to analyze the input text and classify
whether it is a valid research funding opportunity
for Brazilian or not. A neural network architecture
can be appended to the embedding layer. Various
architectures have different performances and train-
ing times. For the project, the best option would be
chosen empirically upon comparing the results of 4
distinct architectures: Neural Network (NN), Deep
Neural Network (DNN), Long Short-Term Memory
(LSTM), and Convolutional Neural Network (CNN).
Figure 4 shows the structure of the models.
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Figure 4: Classification models.

A neural network (NN) here is a simple feedfor-
ward neural network with only a single hidden layer,
usually called ”shallow.” Shallow NNs are often lim-
ited in the complexity of the problems they can be
trained to solve well. Our NN model comprises a
simple Flatten layer and a dense classification layer.
Our DNN model is composed of a sequence of dense
and activation layers varying in size from 512 to 256,
to finally 128, and then a Flatten layer feeding into
the final dense classification layer. Our CNN model
uses a dropout layer feeding into a couple of Conv1D
layers and then a MaxPooling layer. After that, we
use a hidden layer composed of a dense layer of size
128, followed by another dropout layer, and finally,
the Flatten and final dense classification layer. Our
LSTM model is formed by an LSTM layer with 64
cells connected to a hidden layer composed of a dense
layer of size 64 and, finally, the Flatten and final dense
classification layer.

4.2.3 Results from WE + DNN Models

The word embeddings used were single layers of
64 dimensions trained alongside the complete sys-
tem. We tested the network with architectures of NN,
DNN, CNN, and LSTM, and the results with related
metrics such as accuracy, precision, recall, and F1
Score are listed in Table 1. When examining the table,
it is possible to verify that all the models achieved ac-
curacies already superior to the 78% baseline, reach-
ing values close to 85% in the CNN architecture. An-
other interesting point to analyze is that this model
obtained a precision of 100%, meaning that all oppor-
tunities identified as eligible were correctly identified.

Table 1: Results from WE + ML models.

ML Model Accuracy F1 Score Precision Recall
NN 0.8269 0.8620 0.8212 0.9129
DNN 0.8269 0.8650 0.8952 0.8447
CNN 0.8462 0.8756 1.0000 0.7803
LSTM 0.8269 0.8675 0.8276 0.9129

5 USING PRE-TRAINING AND
TRANSFER-LEARNING

With the motivation to increase accuracy obtained
with baseline implementation, we implemented a
transfer learning strategy under the assumption that
small data available for training was insufficient for
adequate embedding training. In this context, we
considered two approaches: i) pre-training word-
embeddings using similar datasets for text classifica-
tion; ii) using transformers and attention mechanisms
(Longformer) to create contextualized embeddings.
These pre-training approaches can be visualized in
Figure 5.

5.1 Pre-training Word2Vec Embeddings

Unsupervised training of word-embeddings using the
word2vec technique has shown to be very successful
in classification tasks (Zhang et al., 2015; Lilleberg
et al., 2015).

We need to train word embeddings that can rep-
resent the context of the words in our dataset. Since
labeled data is scarce, we trained word-embeddings
in an unsupervised manner using other datasets that
contain most of the words it needs to learn.

5.1.1 Pre-training Datasets

The idea implemented was based on introducing
better and better-trained word embeddings in the
model. We need larger datasets that contain the
words we want to have in vectorial representation
in their corpus. For an additional dataset to be
applied to improve word-embedding training, it must
be compatible with the dataset used to train the
classifier. A completely unrelated set of sentences
would add, at best, a few examples of the words
present in MCTI’s different contexts. To evaluate the
possible extra datasets, we propose a simple formula:
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Figure 5: Pre-training models.

PC =
#({Base}∩{New})

#{Base}
∗100 (1)

where {Base} is the set (unique tokens) of the
MCTI dataset, {New} is the set of the target addi-
tional dataset, and # denotes the number of elements
in a Set. This formula calculates the percentage of
the words in the original dataset present in the new
dataset. The maximum number is 100 (all tokens are
present in the new dataset).

The equation (1) yields a percentage of similarity
that will help assess which datasets to use for the pre-
training. This determination is essential once we do
not have the computational power to pre-train with
massive data like professional solutions such as BERT
and GPT (Weigang et al., 2022).

We searched for datasets from the Kaggle, a plat-
form with over a thousand available NLP datasets,
and the closest we found was the BBC News Ar-
ticles dataset. After applying the compatibility by
equation (1), only approximately 57% of the words
needed were presented, which we considered not high
enough.

The alternative was to use web scraping algo-
rithms to acquire more unlabeled data from the same
sources, which would give a higher chance of provid-
ing compatible texts. The original dataset had 357 en-
tries, with 260 of them labeled. We obtained 518 new
data elements with the second scraping. When com-
paring the 260 original elements to the 518 new unla-
beled ones, we achieved over 75% compatibility, in-
dicating the alternative assumption was correct. Table
2 displays the result of the comparisons made. Com-
patibility means the percentage of the original dataset
that is contained in the new dataset.

Table 2: Compatibility results (*base = labeled MCTI
dataset entries).

Dataset Compatibility to base*
Labeled MCTI 100%
Full MCTI 100%
BBC News Articles 56.77%
New unlabeled MCTI 75.26%

Figure 6 shows a representation of the weights
trained by Word2Vec. It is obtained through di-
mensionality reduction using t-Distributed Stochastic
Neighbor Embedding (t-SNE). In a), the training was
done using the 260 labeled data; in b), it was used
875 unlabeled data. In the image, it is possible to ob-
serve that the concentrated/dense area increased con-
siderably with the addition of the new dataset and its
tokens, demonstrating the enrichment of the weights
concerning the desired contextual information. If pre-
training was done with an incompatible dataset, it
would be likely that other large dense areas would ap-
pear and probably interfere with the meaning of the
words.

5.2 Model Training with Word2Vec
Embeddings

Now we have a pre-trained model of word2vec em-
beddings that has already learned relevant meanings
for our classification problem. We can couple it to
our classification models (Fig. 4), realizing transfer-
learning and then training the model with the labeled
data in a supervised manner. The new coupled model
can be seen in Figure 5 under word2vec model train-
ing.
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Figure 6: Pre-trained weights by Word2Vec: a) weights
trained with labeled MCTI data; b) weights trained with
Full MCTI + New unlabeled MCTI data.

The Table 3 shows the obtained results with re-
lated metrics. With this implementation, we achieved
new levels of accuracy with 86% for the CNN archi-
tecture and 88% for the LSTM architecture.

Table 3: Results from Pre-trained WE + ML models.

ML Model Accuracy F1 Score Precision Recall
NN 0.8269 0.8545 0.8392 0.8712
DNN 0.7115 0.7794 0.7255 0.8485
CNN 0.8654 0.9083 08486 0.9773
LSTM 0.8846 0.9139 0.9056 0.9318

5.3 Transformer-based Implementation

Another way we used pre-trained vector representa-
tions was by use of a Longformer (Beltagy et al.,
2020). We chose it because of the limitation of the
first generation of transformers and BERT-based ar-
chitectures involving the size of the sentences: the
maximum of 512 tokens. The reason behind that
limitation is that the self-attention mechanism scale
quadratically with the input sequence length O(n2)
(Beltagy et al., 2020). The Longformer allowed the
processing sequences of a thousand characters with-
out facing the memory bottleneck of BERT-like archi-
tectures and achieved SOTA in several benchmarks.

For our text length distribution in Figure 3, if
we used a Bert-based architecture with a maximum
length of 512, 99 sentences would have to be trun-
cated and probably miss some critical information.
By comparison, with the Longformer, with a maxi-
mum length of 4096, only eight sentences will have
their information shortened.

To apply the Longformer, we used the pre-trained
base (available on the link) that was previously trained
with a combination of vast datasets as input to the
model, as shown in figure 5 under Longformer model
training. After coupling to our classification models,
we realized supervised training of the whole model.
At this point, only transfer learning was applied since

more computational power was needed to realize the
fine-tuning of the weights. The results with related
metrics can be viewed in table 4. This approach
achieved adequate accuracy scores, above 82% in all
implementation architectures.

Table 4: Results from Pre-trained Longformer + ML mod-
els.

ML Model Accuracy F1 Score Precision Recall
NN 0.8269 0.8754 0.7950 0.9773
DNN 0.8462 0.8776 0.8474 0.9123
CNN 0.8462 0.8776 0.8474 0.9123
LSTM 0.8269 0.8801 0.8571 0.9091

6 DISCUSSION
In this section, we will discuss the problem, the mod-
els used and the results obtained in the context of clas-
sification in NLP. Table 5 shows the overview of the
final results obtained by the experiments:

Table 5: Comparison of the results of three scenarios.

Model Accuracy F1 Score Precision Recall
Baseline
Bag of words 0.86 0.85 0.85 0.85
Key words 0.7808 0.7802 0.9358 0.6711
Keras Word-embedding
NN 0.8269 0.8620 0.8212 0.9129
DNN 0.8269 0.8650 0.8952 0.8447
CNN 0.8462 0.8756 1.0000 0.7803
LSTM 0.8269 0.8675 0.8276 0.9129
Pre-trained Word2Vec Embeddings
NN 0.8269 0.8545 0.8392 0.8712
DNN 0.7115 0.7794 0.7255 0.8485
CNN 0.8654 0.9083 08486 0.9773
LSTM 0.8846 0.9139 0.9056 0.9318
Pre-trained Longformer
NN 0.8269 0.8754 0.7950 0.9773
DNN 0.8462 0.8776 0.8474 0.9123
CNN 0.8462 0.8776 0.8474 0.9123
LSTM 0.8269 0.8801 0.8571 0.9091

When analyzing the data, we can see an aspect
that hinders the visualization of the accuracy im-
provements: the values changes in 1.9% jumps. The
amount of labeled testing data is minimal, and since
we carry out 80-20 training segmentation, we only
verify 52 items, which explains the jumps.

It is possible to verify that most the tested clas-
sification models showed improved accuracy after
pre-training. In particular, the network composed of
pre-trained word2vec embeddings + LSTM network
obtained the best result for the target dataset of 88%
accuracy and over 90% precision.
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Figure 7: LSTM model with Word2Vec training curve.

Taking a deeper look at the W2V + LSTM train-
ing curve in Figure 7, we can see that the model
reached its best accuracy around the 60th epoch. We
can also see constant fluctuations in the accuracy val-
ues, which are very common in LSTM models. After
that, even though the training accuracy kept improv-
ing, there was a pattern of overfitting where the vali-
dation accuracy declined.

The Longformer results did surpass the simple
embeddings model and, although satisfactory, can
probably be improved by fine-tuning the model. That
will require more computing power and optimizations
and will be done in further studies.

7 CONCLUSION AND FUTURE
WORK

Advances in artificial intelligence in recent years have
aroused the interest of MCTI in automating the pro-
cess of identifying and selecting relevant opportuni-
ties for Brazilian projects. This task plays a signifi-
cant role in helping to promote scientific research and
in its funding.

This research has developed machine learning-
based methods to automatically process the collected
text for the Financing Products Portfolio (FPP) orga-
nized by the Brazilian Ministry of Science, Technol-
ogy, and Innovation (MCTI). The main objective con-
sists of performing automated searches on known dig-
ital platforms using data scraping techniques to col-
lect information about opportunities. Then, these data
will serve as input for an algorithm that uses NLP
methods to classify opportunities in terms of eligibil-
ity for Brazilian projects.

In this article, we reported the following achieve-
ments on the first two steps of the project, mentioned
in section 2.1:

• presentation of the collected data, including the
texts of financing opportunities provided by many
R&D funding organizations worldwide.

• presentation of the performance by the previous
study, which established the accuracy rate of 86%

in the text classification as the baseline.

• the achievement of the accuracy rate of 84% by
the solution using Word Embedding and Deep
learning such as NN, DNN, CNN, and LSTM.

• the achievement of the accuracy rate of 88% by
the solution of pre-training Word2Vec embed-
dings with transfer learning plus deep learning
models such as NN, DNN, CNN, and LSTM.

• the achievement of the accuracy rate of 84% with
the pre-trained Longformer plus deep learning
models such as NN, DNN, CNN, and LSTM.

All the data and models used here, as well as the
results obtained, are publicly available in github1.

It is worth mentioning the comparative contribu-
tion of this research. It is well-known that Google,
Microsoft, IBM, OpenAi, and other prominent inter-
national AI companies have human, data, and com-
puting resources that allowed them to develop well-
known machine learning methods and theories such
as Transformer, GPT, BERT, and Vision Transformer.
In our case, however, we are faced with limited re-
sources and small-scale structured data. We intro-
duced the pre-learning strategy to learn the features
from larger-scale unstructured data and then used
transfer learning methods to improve the accuracy of
data classification through deep learning. Achieving
the same goal with limited resources is an impor-
tant initiative and is an essential measure of techni-
cal progress in developing countries, especially in the
development of AI technology.

Apart from the benefit of automating the process
of identifying and selecting opportunities that already
exist today (which is the focus of this research), we
can also emphasize that the technology developed
here may be applied in several fields of public man-
agement for other related sectors from federal or state
government. In particular, the proposed solution can
benefit other research projects in developing coun-
tries, which face similar challenges with limited re-
sources and small-scale structured data.
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