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Abstract: This paper is an exploration into the hardness and evolvability of default benchmark test functions. Some very well-known traditional two-dimensional continuous benchmark test functions are evolutionarily modified to challenge the performance of the plant propagation algorithm (PPA), a crossoverless evolutionary method. For each traditional benchmark function, only its scalar constant parameters are mutated, but the effect on PPA’s performance is nonetheless enormous, both measured in objective deficiency and in the success rate. Thereby, a traditional benchmark functions’ hardness can thereby indeed be evolutionarily increased, and an especially interesting observation is that the evolutionary processes seem to follow one of three specific patterns: global minimum narrowing, increase in ruggedness, or concave-to-convex inversion.

1 BENCHMARK TEST FUNCTIONS

Sure there’s free lunch. Depth-first branch and bound outperforms an exhaustive search on the entirety of traveling salesman problem instances, when paid in recursions. But when it comes to iterative (stochastic) algorithms, which may or may not “have drawn inspiration from optimization that occur in nature”, Wolpert & Macready’s No Free Lunch Theorem states that “the average performance of any pair of algorithms across all possible problems is identical” (Wolpert and Macready, 1997). This a very strong result, and may even be somewhat disheartening to those hoping to find a general-purpose optimization algorithm (Brownlee et al., 2007).

So to what extent are Wolpert & Macready (in)directly responsible for the popularity of benchmarking practices in iterative optimization? Recently, no less then 17 leading scientists coauthored a paper on benchmarking evolutionary algorithms a few years ago. “Benchmarking in Optimization: Best Practice and Open Issues” is still actively under development (currently in its third version) and shows that the subject’s debate is active (Bartz-Beielstein et al., 2020.). It affirms that the community’s focus from ‘finding the best optimization algorithm’ in general has shifted to ‘finding the best optimization algorithm for a certain problem (instance)’ (Rice, 1976)(Kerschke and Trautmann, 2019). This could be seen as a direct or indirect partial consequence of the free lunch theorem.

Benchmark sets come in many various forms for various problems, and appear to be selected on basis reputation mostly. One such example is Reinelt’s TSPLIB, a benchmark set for the traveling salesman problem (Reinelt, 1991). Not particularly suitable for complexity tests, but valuable in their practicality, the set contains 144 problem instances of Euclidean TSP, mostly real-world maps, but also ‘real’ drilling plans. Stemming from 1991, such an early benchmark set has allowed many scientists to test their algorithms on the same problem instances for quite some time. Other examples include cutting and packing problem instances (Iori et al., 2021a; Iori et al., 2021b; Iori et al., 2021c)(Braam and van den Berg, 2022), the job shop scheduling problem (Weise et al., 2021) pseudo-Boolean optimization (Doerr et al., 2020) and the W-model problem (Weise and Wu, 2018a)(Weise and Wu, 2018b).

These examples are all benchmark sets for ‘discrete’ optimization problems, usually meaning the number of solutions is finite, even though the objective function can still be continuous. Contrarily, in the class of continuous optimization problems, the variables are instantiated from a numeric range \((\text{such as } -4 \leq x_1, x_2 \leq 5)\), hence there is an infinite number of solutions. Although not strictly required, con-
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Figure 1: The six continuous benchmark test functions used in this paper. From these ‘initial conditions’, scalar constants are evolutionary modified to increase hardness.
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For PPA evolving benchmark functions might make an interesting case study, because so many of its previous studies were thoughtfully ran on the same benchmark suite, enabling us to draw longer lines on the canvas of scientific progress. Salhi and Fraga first showed the effectiveness of PPA on the suite, while a followup by Wouter Vrielink demonstrated that the algorithm is insensitive to the position of the global minimum on the (hyper)plane (Vrielink and van den Berg, 2019). Later, Vrielink\(^2\) demonstrated that on the exact same suite, parameter control of PPA’s fitness function can sharply improve its performance (Vrielink and van den Berg, 2021b; Vrielink and van den Berg, 2021a). Marleen de Jonge demonstrated PPA’s parameter insensitivity through offspring numbers and population size on the same suite, but also found some remarkable dimensional effects as well. For some, the parameter sensitivity increased sublinearly, for others superlinearly. But for a third category, the sensitiviy initially increased, but plummeted for dimensionalities over 11 (de Jonge and van den Berg, 2020; De Jonge and van den Berg, 2020). For the Euclidean traveling salesman problem however, performance is not parameter independent in PPA (Koppenhol et al., 2022). A comparison of survivor selection methods on the seminal benchmark suite was done by Niels Brouwer, who showed that elitist tournament selection is best for these functions (Brouwer et al., 2022).

An open question however is whether this default benchmark suite is actually hard to begin with. Are harder benchmark functions possible for PPA? How much harder can they be? What do they look like? In this study, we’ll make a first attempt in evolving such functions, and extend the already long lines of scientific progress for this algorithm. Whether these lines actually sketch the refined image of an algorithm or rather the detailed portraits of the benchmark functions suite used in the experiments is to be seen. Maybe both.

3 PLANT PROPAGATION ALGORITHM

Just over a decade old, the plant propagation algorithm (PPA) is still a relative newcomer in the realm of metaheuristic optimization methods. Its central principle is that fitter individuals in its population produce more offspring with small mutations, whereas unfitter individuals produce fewer offspring with larger mutations. Since its introduction by Abdellah Salhi

\(^{1}\)Often called ‘fitness landscapes’, the term is slightly misleading because not all algorithms take the function’s objective value directly as fitness. PPA is in fact one of such examples. For this reason, we will therefore stick to ‘objective landscapes’.

\(^{2}\)Notoriously fickle.
Table 1: The ‘Default’ column shows the benchmark formulas are as they appear in literature. In the ‘Evolved’ column are the benchmark functions with mutated scalars, which are significantly harder for PPA, the evolutionary algorithm of choice.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Default</th>
<th>Evolved</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brannin</td>
<td>$\frac{3}{4}x_1^2 + \frac{5}{8}x_1 - 6x_1^3 + x_2$</td>
<td>$-0.084(x_2 - 0.114(x_1 + 1.049)^2 + 1.261x_1 - 6)^2 + 10\cos(8.916x_1 + 0.123) + 70.495$</td>
</tr>
<tr>
<td>Easom</td>
<td>$-\cos(x_1)\cos(x_2)e^{-(x_1-\pi)^2-(x_2-\pi)^2}$</td>
<td>$-\cos(x_1)\cos(x_2)\exp[-((10(x_1 + 0.282)^2 + 10(x_2 + 10)^2))] + 10$</td>
</tr>
<tr>
<td>GoldsteinPrice</td>
<td>$\left[(1 + x_1 + x_2 + 1)^2 \times (19 - 14x_1 - 14x_2 + 3x_1^2 + 3x_2^2 + 6x_1x_2)\right] \times [30 + (2x_1 - 3x_2)^2 \times (18 - 32x_1 + 48x_2 + 27x_1^2 + 12x_1^2 - 6x_1x_2)]$</td>
<td>$[5.545(-6.191 + (9.47x_1 + x_2 - 1.106)^2 \times (19 - 14x_1 - 14x_2 - 6.48x_1^2 + 3x_2^2 + 6x_1x_2)) \times 59.504 + (2x_1 - 3x_2)^2 \times (18 - 15.341x_1 + 48x_2 - 14.88x_1^2 + 12(x_1 + 0.748)^2 - 100x_1x_2)]$</td>
</tr>
<tr>
<td>MartinGaddy</td>
<td>$\sqrt{</td>
<td>\sin(\sqrt{</td>
</tr>
<tr>
<td>SixHump</td>
<td>$\left(-(4 - 2.1x_1^2 + \frac{x_1^4}{4} - x_1x_2 + (4x_2^2 - 4)x_2^2\right)^{\frac{1}{2}}$</td>
<td>$0.33x_1^2 - 2.45x_1^4 + 4.133(x_1 - 0.114)^2 + 8.8x_2^2 - 7.686(x_2 + 0.019)^2 + 1.505x_1x_2 - 10$</td>
</tr>
</tbody>
</table>

and Eric Fraga (Salhi and Fraga, 2011), the paradigm has seen a number of applications (Sulaiman et al., 2018)(Sleegers and van den Berg, 2020a)(Sleegers and van den Berg, 2020b)(Vrielink and van den Berg, 2019)(Fraga, 2019)(Rodman et al., 2018), as well as some spinoffs (Sulaiman et al., 2016)(Pauw and van den Berg, 2019; Dijkzeul et al., 2022)(Selamoglu and Salhi, 2016)(Haddadi, 2020)(Geleijnse et al., 2019). In this paper, we’ll use its seminal form, which iterates through the following routine:

1. Initialize popSize individuals on the problem’s domain with a uniform distribution between the bounds.
2. Normalize each individual’s objective value $f(x_i)$ to the interval [0,1] as $z(x_i) = \frac{f(x_{max}) - f(x_{min})}{f(x_{max}) - f(x_{min})}$.
3. Here, $f(x_{max})$ and $f(x_{min})$ are the largest and smallest objective value in the population.
4. Assign fitnesses to individuals $x_i$ as $F(x_i) = \frac{1}{2}(\tanh(4 - z(x_i) - 2) + 1)$.
5. Assign the number of offspring for each individual $x_i$ as $n_i = \lceil n_{max}F(x_i)\rceil$, where $r$ is a random number in $[0,1]$ and $n_{max}$ is a parameter determining the number of offspring a population produces.
6. The mutation on dimension $j$ is $(b_j - a_j)d_j(x_i)$, with $d_j(x_i) = 2(r - 0.5)(1 - F(x_i))$, in which $r$ is a random number in $[0,1]$ and $b_j$ and $a_j$ are the upper and lower bounds of the $j^{th}$ dimension. Any individual exceeding a dimension’s maximum or minimum bound is corrected back to that bound.

6. The popSize best individuals are selected for the next generation. If the predetermined number of evaluations is not met, go back to 2.

There is no particular reason to use the plant propagation algorithm for this study other than its simplicity and elegance. We, the authors, happen to be very familiar with its behaviour, but in later stages, expedience dictates that evolved benchmark functions should surely be tested with the genetic algorithms, simulated annealing and other evolutionary methods.

4 ASSESSING PERFORMANCE

Before getting into the evolutionary process, it is necessary to tackle the problem of assessing the performance of PPA (or any heuristic algorithm for that matter) on an unknown continuous objective landscape. For default benchmark test functions, the global minimum is typically known from literature, and its maximum can be easily found. For the evolved functions however, this is no longer the case. Given the fickleness of the fitness landscapes through the evolution-
ary process, we deploy random sampling as a practical way forward. After each generation of the function evolver (Section 5), one million objective values are sampled from randomly chosen \((x_1, x_2)\) coordinates. The minimal and maximal values of the samples are retained, serving as a ‘surrogate global minimum’ and ‘surrogate global maximum’ in \(\min(Func)\) and \(\max(Func)\).

The first and primary performance measure is the **objective deficiency** which is given as

\[
\frac{\min(PPA) - \min(Func)}{\max(Func) - \min(Func)} \times 100\% \tag{1}
\]

in which \(\min(PPA)\) is the best found objective value after a run of PPA, \(\max(Func)\) is the evolved function at hand, \(\min(Func)\) is its surrogate global maximum and \(\max(Func)\) its surrogate global minimum in the objective landscape. In other words: the objective deficiency is the percentual difference between PPA’s performance and the benchmark function’s global minimum relative to its entire range; an objective deficiency of 0% means PPA has found the (surrogate) global minimum.

Note that if this percentage is really low, that it does not necessarily mean the run actually got close to the global minimum’s \(x_1\) and \(x_2\) coordinates: it could have discovered a very deep local minimum, which is nonetheless spatially remote from the global minimum’s location. For this reason, we also keep track of a secondary measurement: the **success rate**, defined as the percentage of successful runs. Closely resembling Salhi and Fraga’s seminal method (Salhi and Fraga, 2011), we qualify a run as ‘successful’ iff its best performing individual’s \(x_1\) and \(x_2\) coordinates are close to the (surrogate) global minimum’s coordinates. ‘Close’ in this sense means that the Euclidean distance is smaller than 1% of the maximal possible distance, which is the length of the domain’s diagonal. It should be noted that this method is slightly different from Salhi & Fraga’s seminal method, that uses a 1%-box around the global optimum, whereas our Euclidean distance defines a circle.

5 **(Evolving) Benchmarks Functions**

For evolving the objective landscapes, we need the flexibility to depart from the benchmark functions’ default formulation, and allow its numerical parameters to be changed. Note that in everyday mathematics, many numerical parameters are ‘hidden’: a simple function such as \(f(x) = \cos(x)\) can equivalently be seen as \(f(x) = 1 \cdot \cos(1 \cdot x + 0) + 0\), leading to several extra parameters, all defining its shape. But even though this study only mutates these constants, it still leads to some arbitrary formulaic decisions to be made. As one example, the default Easom function

\[
-\cos(x_1)\cos(x_2)e^{-(x_1-\pi)^2-(x_2-\pi)^2} \tag{2}
\]

transforms to a parameterizable form as

\[
-p_0\cos(p_1x_1 + p_2)\cos(p_3x_2 + p_4) \\
e^{-(p_5(x_1-p_6)^2-p_7(x_2-p_8)^2+p_9)} + p_{10} \tag{3}
\]

in which \(p_0\) through \(p_{10}\) are its mutable parameters.

The benchmark evolver itself is conceptually fairly simple: starting from a parameterizable benchmark function with all parameters assigned their default values, and pick a randomly chosen parameter to mutate on each evolutionary step. To avoid extreme values, a ‘magnitude parameter’ \(mag\) is assigned to each parameter, equal to its closest enveloping power of 10. Branin’s third parameter’s default value is 5.1, giving \(mag = 10\) for this parameter, and a mutation is a change to between \(-10\) and \(10\). For Goldstein-Price’s 22nd parameter, whose default value is 48, the mutation is assigning a random number between \([-100, 100]\).

After a mutation is made to the function, \(10^6\) random samples are taken to find the new function’s surrogate global minimum and maximum, after which it is subjected to 100 PPA-runs of 2500 function evaluations with \(popsize = 30\) and \(maxOffspring = 5\).

From each of the 100 runs, the individual’s objective deficiency is taken, and the mean is calculated, resulting in the mean objective deficiency (\(MOD_{100}\)) for that function and its objective landscape. If the mutated function’s objective landscape has a higher \(MOD_{100}\) (‘is harder’), it is kept, otherwise the mutation is reverted. The evolutionary process continues for 2000 generations of accepting and rejecting mutations, increasing the mean objective deficiency (‘hardness’), as can be seen in Figure 3.

6 **RESULTS**

After completing 2000 cycles in the function evolver, all six evolved objective landscapes were significantly harder to solve for PPA than their default benchmark functions’ counterparts.

The largest hardness increase is found in the evolved Goldstein-Price, whose mean objective deficiency surged with a factor of 979,356. Whether this enormous increase is due to the high number of 27
parameters and the low initial mean objective deficiency remains an open question – possibly the default Goldstein-Price is simply a very easy benchmark function for PPA. The smallest hardness increase is found in evolved Easom, with a MOD\textsubscript{100}-increase factor of ‘only’ 7, and funnily enough the opposite might be true here – the Easom is already a hard benchmark function to begin with, the hardest of this suite, and after evolving, it still is. The default Mishra04, which is the second hardest function, also increases just slightly, with a factor 8, becoming the third hardest evolved benchmark function after evolved Easom and Goldstein-Price.

An interesting result is that the success rate seems not very closely related to the MOD\textsubscript{100} in the evolved functions: the evolved Mishra04 has the lowest success rate, but ranks only 3\textsuperscript{rd} out of 6 in mean objective deficiency, which might be due to the many deep local minima, preventing PPA to some degree from exploring. Evolved Goldstein-Price ranks 2\textsuperscript{nd} in MOD\textsubscript{100}-hardness, but 4\textsuperscript{th} out of 6 in success rate (Table 2).

As a generic qualification, Goldstein-Price, Martin-Gaddy and the Six-Hump Camel functions show similar evolutionary patterns, their objective landscape going through a concave-to-convex inversion during evolution (see Figure 2). We suspect that generally speaking, convex shapes make for harder benchmark functions, because they permit the existence of widely separated minima in the domain’s corners and on edges. Given the right parameters, one of these separated minima can be deeper than others, but nonetheless be very narrow. On such surfaces, PPA is prone to getting stuck in one of the many traps, with a very small (but nonzero!) chance of accidentally jumping over to the global minimum. In terms of Malan & Engelbrecht, one could say such objective landscapes are deceptive to the plant propagation algorithm (Malan and Engelbrecht, 2013).

A second evolutionary pattern was witnessed by the Easom function, going through a global minimum narrowing as its already narrow minimum gets even narrower through the generations (Fig. 2). The third and final evolutionary pattern, that of Mishra04, is a ruggedness increase, adding more local minima to its objective landscape. Likely, the factors 4, 789 and 10 are to blame, increasing the frequency of the \texttt{sin}()-function in both directions, and adding 13 local minima to the landscape in its evolved form, totalling 21 (Table 1). Although evolved Branin inverses its landscape, the increase in ruggedness might be slightly more pronounced, by which we classify its evolutionary patterns as a ruggedness increase, but an argument for concave-to-convex inversion could also be made (again in Fig. 2, top line).

The number of accepted mutations during the evolutionary process was relatively low for all six functions. Over the entire 2000-generation run, Martin-Gaddy accepted 28 mutations, Six-Hump Camel accepted 23, Easom 18, Branin 17, Mishra04 16 and Goldstein-price accepted only 12 mutations. Typical for evolutionary processes in other domains, most hardinesses increase sharply at first and then flatten out a bit (Figure 3). Although it is hard to exactly attribute hardness increase to specific mutation( type)s, a general pattern seems to be that ‘critical moments’ in the evolutionary process are those mutations that are related to the typicality of the evolutionary patterns, either being a concave-to-convex inversion, a global minimum narrowing or a ruggedness increase. Unambiguously pinpointing them is difficult though; there are several parameters( setting)s that can contribute to a landscape feature like convexity or ruggedness.

### 7 DISCUSSION

The title of this paper is slightly misleading; we are not making harder benchmark functions yet. To actually use the end products as new benchmark functions, the evolved functions should be analyzed for their minima and maxima instead of taking their randomly sampled surrogate substitutes. Indeed, it would be ideal to also analytically find zero-derivatives during the evaluation of each evolution step, but to what extent this is possible remains to be
Figure 2: The three evolutionary patterns for the objective landscapes in this study are global minimum narrowing which is seen in Easom only, ruggedness increase (or increase in number of local minima) which is seen in Mishra04 only, and a concave-to-convex inversion which is seen in Goldstein-Price and Six-Hump Camel (and in Branin and Martin-Gaddy which are not depicted).
seen. The derivative function then needs to be continuous under all possible parameterizations, and calculated in every function evaluation which might be computationally expensive. The alternative, analyzing the hardness after evolution only, comes with the risk of not being feasible or representative. In any case, for evolved objective landscapes to be actually usable as benchmarks, we need exact values for minima, maxima, and their coordinates.

A second noteworthy point is the manipulation of scalar constants as we chose them. We tried to incorporate every logically mutable factor and addition in the process, but also made some arbitrary decisions in the process, like not including powers. The example of Section 5, \( f(x) = \cos(x) \) and its equivalent \( f(x) = 1 \cdot \cos(1 \cdot x + 0) + 0 \), can also be seen as \( f(x) = 1 \cdot \cos(1 \cdot x^1 + 0)^1 + 0 \) (notice the change from \( x \) to \( x^1 \)). Leaving these out as we did surely excludes a wide range of possible formulae and their accompanying objective landscapes. It might take some time, thinking and discussion to determine the most generic yet feasible way of navigating the state space of possible functions. Apart from this, raising the caps might also help, but also allows for wilder functions and extreme ranges, unsuitable for testing evolutionary algorithms.

Third, it is important to discuss the possibilities of local maxima in the evolutionary process itself. The used benchmark evolver is basically a stochastic hillClimber. While enjoying the advantage of being easy to use and requiring no hyperparameters, hillClimbers are known to get stuck in local maxima. So in a slightly paradoxical way, the algorithm that makes landscapes harder by creating local minima is prone to getting trapped in local minima itself. Possible solutions might incorporate the use of variable mutation strength, simulated annealing (Dahmani et al., 2020) or maybe even a population based algorithm as a function evolver.

Fourth and finally, the most obvious improvement might be widening the scope of functionality and dimensionality. Performing more or longer runs is a good idea because as we stand, we have no idea whether these hits are incidental or more structural. In a more ambitious fashion, we could try to evolve the entire function structure instead of the scalars only. This will result in new developmental problems, such as division by zero, or negative numbers in logarithms and square roots. But new problems will have new solutions, and we must find them to ensure continuity in navigation the evolutionary landscape. An intermediate solution would be to explore the possibility of tuning the benchmark generators mentioned in the introduction with an evolutionary algorithm. In any case, upscaling this experiment in any of these directions like leads to new results.

Contemplating these results, the echoes of the no free lunch theorem still resound through the valleys of objective landscapes, reminding us that at this point, the evolved hard objective landscapes are necessarily hard for the plant propagation only. No free lunch means we are fitting problem (instance)s to optimization algorithms and as such, we could ultimately just be uncovering the intricate interplay between both.
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