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Abstract: A mechanism using the concept of 2D motifs to classify Electrocardiogram (ECG) data is presented. The motivation is that existing techniques typically first transform ECG data into a 1D signal (waveform) format and then extract a small number of features from this format for classification purposes. The transformation into the waveform format introduces an approximation of the data, and the consequent feature selection means that only a small part of the coarsened signal is utilised. The proposed approach works directly with the image format, no transformation takes place, features (motifs) are selected by considering the entire ECG image. It is argued that this produces a better classification than that which can be achieve using the waveform format. The proposed 2D Motif extraction approach is fully described and evaluated. Good results are returned, a best accuracy 85% in comparison with a best accuracy of 70% using a comparable 1D waveform approach. An analysis is also presented with respect to the augmentation of 2D motifs with 2D discords.

1 INTRODUCTION

Cardiovascular Disease (CVD) has become one of the most common fatal disease of the 21st century. Over the last thirty years deaths and disability from CVD have steadily increased. It has been estimated that in 2019 CVD attributed to one third of deaths worldwide (Roth et al., 2020). CVD is most commonly caused by irregularities of the rhythm of the heart. The Electrocardiogram (ECG) is a standard information source for diagnosing CVDs. An ECG is an indicator of cardiac electrical activity and this provides important information about heart conditions. Given the increasing prevalence of CVD, coupled with the resource and skills required to analyze ECG records, there has been a corresponding need for computer aided support for ECG analysis. Consequently, there has been significant work directed at using the tools and techniques of machine learning to classify ECG data (Ebrahimi et al., 2020; Houssein et al., 2017; Liu et al., 2021).

The challenge of applying machine learning to ECG data, as in the case of machine learning in general, is the acquisition of suitable training data. Traditionally, ECG machines produced hard copy printouts which were then interpreted by a Cardiologist (focusing on what are called the P wave, the QRS complex, and the T wave). More modern machines can, in addition, produce digital formats. However, most of the available data still tends to be in paper print-out format. The practice is to scan the paper print-out into a digitised form and then transform it into a 1D signal (waveform) format. However, the transformation process involves information loss as the data is approximated so as to obtain the desired waveform format. The information loss is compounded if the original scan is not of good quality; frequently the case. Once the transformation has taken place the next stage, typically, is to extract certain features from within the signal data (features associated with the P wave, the QRS complex, and the T wave) (Gupta et al., 2021; Kar and Das, 2011; Mir and Singh, 2021; Seena and Yomas, 2014). The consequence, it is argued in this paper, is that the resulting classification is not as good as it might be because it is based on approximations and a small number of features.

To address the above, the solution presented in this paper moves away both from the idea of applying ma-
chine learning to a small number of features extracted from ECG data that has first been transformed into a 1D waveform format, by considering the ECG data in its entirety as an image. Influenced by the work presented in (Aldosari et al., 2021a), where time series motifs were extracted as features from 1D waveform ECG signals, the idea presented in this paper is to extract 2D motifs directly from the ECG image data. A motif is a frequently repeated pattern. In 1D this is a sub-sequence of points in a point (time) series. In 2D this is a rectangular sub-matrix, a pixel sub-matrix in the case of image data. It is argued in (Apostolico et al., 2008; Furfaro et al., 2017), although not in the context of ECG data, that 2D motifs can produce high quality image classifications. The work presented in this paper is thus directed at using 2D motifs as features, extracted from scanned paper ECG records.

The application focus for the paper is Atrial Fibrillation (AF); a common form of CVD that is indicated by an irregular, and often an unusually fast, heart rate. We extracted 2D motifs from ECG scanned images that featured an AF and that featured the normal rhythm of the heart; thus both positive and negative examples. A support vector machine (SVM) model, a widely used machine learning technique for 1D waveform CVD classification (Bosch et al., 2007). More sophisticated features, remain a challenge for the effective application of CVD disease classification. In (Aldosari et al., 2021a), where time series motifs were extracted as features from 1D waveform ECG signals, the idea presented in this paper is to extract 2D motifs directly from the ECG image data. A motif is a frequently repeated pattern. In 1D this is a sub-sequence of points in a point (time) series. In 2D this is a rectangular sub-matrix, a pixel sub-matrix in the case of image data. It is argued in (Apostolico et al., 2008; Furfaro et al., 2017), although not in the context of ECG data, that 2D motifs can produce high quality image classifications. The work presented in this paper is thus directed at using 2D motifs as features, extracted from scanned paper ECG records.

The application focus for the paper is Atrial Fibrillation (AF); a common form of CVD that is indicated by an irregular, and often an unusually fast, heart rate. We extracted 2D motifs from ECG scanned images that featured an AF and that featured the normal rhythm of the heart; thus both positive and negative examples. A support vector machine (SVM) model, a widely used machine learning technique for 1D waveform ECG data classification (Smšek, 2016), was applied to the identified 2D ECG motifs.

The remainder of this paper is structured as follows. A review of existing work relevant to this paper is presented in Section 2. A formalism is the presented in Section 3, and the proposed approach in Section 4. The evaluation of the proposed approach is presented and discussed in Section 5. The paper is concluded in Section 6 with a summary of the main findings and some suggestions for future work.

2 PREVIOUS WORK

As noted in the introduction to this paper ECG data typically comes in a paper format, although increasingly ECG machines that can also produce digitised ECG data are available. However, up until the end of the 20th century ECG machines could only produce ‘print-outs’; it is only more modern machines that can produce digital formats. Thus, for longitudinal studies the reliance is on paper format ECG data. The first step in applying machine learning to such ECG data thus entails scanning (digitising) the paper format data into a 2D image format of some kind. In the context of CVD classification, the process is then to transform the 2D digitised ECG data into a 1D waveform format. There are a range ECG tools available to convert 2D digitised ECG to the 1D waveform format, some directly from a paper scan others from a digitised image (Badilini et al., 2005; Baydoun et al., 2019; Chung et al., 2018; Fortune et al., 2021; Khleaf et al., 2013; Lorensco and Africa, 2018; Ravichandran et al., 2013). The majority of digitisation algorithms commence with: (i) “skew correction”, to account for rotated scans, and (ii) “grid removal” to separate the ECG signal from the paper grid by using techniques such as histogram filtering. In some cases, further additional processing is applied before the extraction of ECG signals and their storage in a digitised storage format (Waits and Soliman, 2017). The digitisation tool used with respect to the work presented in this paper was that presented in (Fortune et al., 2021).

Digitised ECG signals, allow for the application of range of techniques. Some specific examples can be found in (Thanapatay et al., 2010), (Jayaraman et al., 2012) and (Mishra et al., 2021). All three used digitisation tools to first convert 2D scanned ECG images into a 1D waveform format; and all three used some form of feature extraction as a precursor to classification. In (Thanapatay et al., 2010) a SVM classification model was applied. In (Jayaraman et al., 2012) morphological features were extracted from the digitised signals to which two classification models were applied, KNN coupled with Dynamic time warping (DTW) and Adaboost, to detect three different types of cardiovascular abnormality. In (Mishra et al., 2021) ECG data was used as the input into a three layer deep learning model to classify different types of abnormalities. Further examples of feature extraction from 1D waveform as a precursor to classification can be found in (Gupta et al., 2021; Kar and Das, 2011; Mir and Singh, 2021; Seena and Yomas, 2014). Although good results have been reported with respect to waveform CVD classification, the approximations that the transformation into a waveform format entails, and the reliance on a small number of features, remains problematic.

An alternative to the waveform format, and that explored in this paper, is to extract salient features directly from 2D ECG scanned images. Once such a set of features has been identified established machine learning techniques, similar to those used in the context of waveform ECG data, can be applied. The challenge is then the nature of the features to be extracted from the ECG image data. Low level image features such as colour or texture are not applicable for the effective application of CVD disease classification (Bosch et al., 2007). More sophisticated feature extraction mechanisms are required. This paper proposes the use of 2D motifs, motifs are repeating patterns found in data that can be used in tasks like...
clustering, classification and anomaly detection. The motivation is that the use of 1D motifs has provided promising results in the context of 1D time series analysis (Torkaman and Lohweg, 2017; Truong and Anh, 2019; Wankhedkar and Jain, 2019). The significance is that time series data is analogous to waveform data. The idea of 2D motifs, to the best knowledge of the authors, was first proposed in (Apostolico et al., 2008) and used in (Furfaro et al., 2017) for the purpose of classify digital images of buildings and images extracted from video news clippings, using a K-Nearest Neighbors (kNN) classification model.

3 FORMALISM

The following definitions are used with respect to the remainder of this paper.

Digital ECG Image: An ECG image is a $n \times m$ pixel matrix such that $p_{ij}$ is the pixel at row $i$ and column $j$. Each image will be associated with a class label $c$ drawn from a set of classes $C$. A digital image set $D$ is a set of images with associated class labels $D = \{I_1, I_2, \ldots \}$, segmented according to class. Not all the motifs in $M$ will be good discriminators of class, so we prune $M$ to give $M'$.

2D Motifs: A 2D motif $M = p \times q$ is a sub-matrix of an image $I$, of width $p$ and height $q$, that occurs with maximal frequency. A motif set, $M = \{M_1, M_2, \ldots \}$, is a set of 2D motifs extracted from an image set $D$, segmented according to class. Not all the motifs in $M$ will be good discriminators of class, so we prune $M$ to give $M'$.

2D Discords: A 2D discord $S = p \times q$ is a sub-matrix of an image $I$, of width $p$ and height $q$, that occurs with minimal frequency (thus the opposite of a motif). A discord set, $S = \{S_1, S_2, \ldots \}$, is set of 2D discords extracted from an image data set $D$, segmented according to class. Again, not all the discords in $S$ will be good discriminators of class, so we prune $S$ to give $S''$, and then $S'''$.

Further discussion concerning the pruning of the sets $M$ and $S$ is presented in Sections 4.2.4 and 4.2.5.

4 PROPOSED APPROACH

This section presents the proposed approach. The approach comprises three stages:

1. ECG image data cleaning.
2. 2D motif extraction.
3. Feature vector generation.

Detail concerning each of these three stages is presented in the following three sub-sections, Subsections 4.1, 4.2, and 4.3.

4.1 ECG Image Data Cleaning

For the application of the proposed approach a four-step data cleaning process was adopted: (i) cropping, (ii) conversion to gray scale, (iii) grid removal and (iv) noise removal. The input was a set of ECG scanned images. The output was a set of “clean” ECG images of the form $D = \{(I_1, c_1), (I_2, c_2), \ldots \}$, where $I_i$ is a cleaned ECG image and $c_i$ is a class label taken from a set of class labels $C$. Each of the four steps is considered in further detail below.

Cropping: Scanned ECG images often include spurious information around the edges of the scan. The first step was therefore to crop the image so that only the ECG signals were retained.

Conversion to Gray Scale: The cropped RGB image was then converted to a gray-scale intensity image. For the evaluation presented later in this paper routines within the Python OpenCV library were used for this purposes.

Grid Removal: The third step was directed at removing all spurious data in the gray-scale ECG data, particularly the background graphical grid which is a frequent feature of ECG digital images. This was achieved using the application of a “binarization” operation designed so that pixels related to the ECG traces were allocated the value 255 (white) and the rest of the image pixels the value 0 (black). The desired effect was that the graphical grid, and the majority spurious data points, would all be encoded as black pixels. The challenge was deciding the value of the binarization threshold to be applied to the gray-scale image. To decide the nature of this threshold, histograms for a selection ECG image files were generated. From these histograms it was found out that the high intensity (background) gray scale values were in the range 150 − 255, the threshold value was therefore set at 150. Thus the proposed binarization process assigned a value of 0 to each gray scale pixel whose value was greater than the 150 threshold, and a value of 255 otherwise, as shown below.

\[
\text{binary}(x, y) = \begin{cases} 
0 & \text{if } \text{grayscale}(x, y) > \text{thresh} \\
255 & \text{otherwise}
\end{cases}
\]
Noise Removal: The anticipation was that some spurious small patches of white pixels (white noise) would be retained after the application of the binarization. To remove this white noise a morphological erosion operation was applied whereby the pixels on the boundary of white objects were removed. This would also have the effect of reducing the thickness of the ECG traces. Thus, on completion of the erosion operation a morphological dilation operation was applied to add pixels back to the boundaries of the retained white objects.

4.2 2D Motif Extraction

This section presents the proposed 2D Motif extraction (discovery) process. The top-level algorithm is given in Algorithm 1. The input is: (i) the ECG image set $D = \{\{I_1, c_1\}, \{I_2, c_2\}, \ldots\}$ from the pre-processing stage ($c_i$ is a class label taken from the set of classes $C$), (ii) the set $C$, (iii) the required 2D motif (discord) width $p$ and height $q$, (iv) a pre-specified similarity threshold $\sigma$ used to determine whether two pixel sub-matrices are the same or not, and (v) $k$ the number of motifs (discords) to be selected. The output is a set of motifs and a set of discords, $M''$ and $S''$, which are deemed to be good discriminators of class, to be used in the desired feature vector representation (Stage 3). The set $D = \{D_1, D_2, \ldots\}$ is populated in lines 3 to 5, so that $D$ is segmented according to class. Note that for the evaluation presented in Section 5, $|C| = 2$ was used, hence $D = \{D_1, D_2\}$.

The set $D$ is then processed to identify the motifs and discords held in the images associated with each class (lines 6 to 14). This involves calls to a number of sub-processes which will be discussed in further detail later in this sub-section. The output is the set $M = \{M_1, M_2, \ldots\}$ and the $S = \{S_1, S_2, \ldots\}$: where $M_i$ is the set of motifs associated with class $c_i \in C$, and $S_i$ is the set of discords associated with class $c_i \in C$. For the evaluation presented in Section 5, $|C| = 2$ was used, hence $M = \{M_1, M_2\}$, and $S = \{S_1, S_2\}$. Note the proposed approach may result in the same motif being identified in several images, thus $M$ and $S$ are likely to contain repeat occurrences of motifs and discords. The intuition here for the being retained was that they would be given more significance with respect to the generation of the intended prediction model; conceptually they would be given a higher weighting. This is one of the novel aspects of the proposed motif (discord) generation approach presented here.

The sets $M = \{M_1, M_2, \ldots\}$ and $S = \{S_1, S_2, \ldots\}$ are likely to hold some motifs and discords that are unique to only one image. It was anticipated, that these would not be good discriminators of class, hence, for each set of motifs $M_i \in M$ associated with a class $c_i \in C$, and each set set of discords $S_i \in S$ associated with a class $c_i \in C$, unique motifs and discords were removed, and the remaining motifs and discords stored in the sets $M' = \{M'_1, M'_2, \ldots\}$ and $S' = \{S'_1, S'_2, \ldots\}$ respectively (line 15 in Algorithm 1).

The last step in Algorithm 1 was to remove motifs and discords from $M'$ and $S'$ that were associated with more than one class and hence not useful for distinguishing between classes (line 16 in Algorithm 1). The result was a set of motifs $M'' = \{m_1, m_2, \ldots\}$, and a set of discords $S'' = \{s_1, s_2, \ldots\}$, that were considered to be good discriminators of class.

Algorithm 1: 2D Motif Extraction.

1: Input $D, p, q, \sigma, k$
2: Output $M'', S''$
3: for $\forall \{I_i, c_i\} \in D$ do
4:    $D_j \in D \leftarrow D_j \cup I_i, j = i$
5: end for
6: for $\forall D_i \in D$ do
7:    for $\forall I_j \in D_i$ do
8:        $\chi \leftarrow$ genSubMatrices($I_j, p, q$)
9:        $M_j \leftarrow$ getCandidate2Dmotifs($\chi, \sigma$)
10:     $M_j, S_j \leftarrow$ get2DmotifsAndDiscords($M_j, k$) \Comment{Algorithm 4}
11: $M \leftarrow M \cup M_j$
12: $S \leftarrow S \cup S_j$
13: end for
14: end for
15: $M', S' \leftarrow intraClassPruning(M, S, \sigma)$ \Comment{Algorithm 5}
16: $M'', S'' \leftarrow interClassPruning(M', S', \sigma)$ \Comment{Algorithm 6}
17: return $M'', S''$

From Algorithm 1, it can be seen that the proposed 2D motif extraction process comprises five sub-processes: (i) Generate sub-matrices, (ii) Generate candidate 2D motifs, (iii) Get Top k 2D motifs and discords, (iv) Intra-class pruning and (v) Inter-class pruning. Each of these is discussed in further detail in the following sub-sections.

4.2.1 Sub-matrix Generation

The sub-matrix generation sub-process is given in Algorithm 2. The inputs are a pre-processed image $I$ associated with a particular class, and the desired sub-
matrix window width \(d\) and height \(q\). The sub-matrix window is slide over the image \(I\) pixel by pixel. The output is a set of sub-matrices \(\chi = \{M_1, M_2, \ldots\}\). The algorithm commences, line 2, by defining the empty set \(\chi\) in which to hold the extracted sub-matrices. Then, lines 3 to 7, the \(p \times q\) sub-matrices in \(I\) are processed. We are only interested in sub-matrices that contain the ECG trace. It was also found that the sub-matrices located at the edge of the image tended to be poor discriminators of class. Thus, sub-matrices that feature only black pixels and those located at the edge of the input \(I\) were not selected for inclusion in \(\chi\). We test for this on line 4. At the end of the process \(\chi\) is returned (line 8). Note that if there are only “black” images in \(I\), the set \(\chi\) will be empty.

Algorithm 2: Generate Sub-Matrices.

1: Input \(I, p, q\)
2: \(\chi = \emptyset\)
3: for \(\forall\) sub of size \(p \times q\) in \(I\) do
4: if sub, \(\neq\) black and sub, \(\neq\) located on the edge of \(I\) then
5: \(\chi = \chi \cup\) sub
6: end if
7: end for
8: Return \(\chi\)

4.2.2 Candidate 2D Motifs

The sub-process for generating candidate 2D motifs is given in Algorithm 3. The inputs are the set \(\chi\) of \(p \times q\) sub-matrices, generated in the previous step (Algorithm 2), and the similarity threshold \(\sigma\). The algorithm returns a set of candidate motifs of the form \(M = \{(m_1, count_1), (m_1, count_1), \ldots\}\) where \(m_i\) is a candidate motif and \(count\) is the corresponding occurrence count. The algorithm commences, lines 3, by defining the set \(M\). The algorithm then processes each sub-matrix \(m_i\) in \(\chi\) (lines 4 to 13). First a counter, \(count_i\), is defined and set to 0 (line 5), and \((m_i, count_i)\) added to the set \(M\) (line 6). Sub-matrix \(m_i\) is then compared to every other sub-matrix \(m_j\) in \(\chi\) and if found to be similar the count updated and \(m_j\) removed from \(\chi\) (so that the same sub-matrix is not counted again later in the process). The similarity between the sub-matrices, \(m_i\) and \(m_j\), is determined by calculating the Euclidean distance between the two matrices using Equation 2. Euclidean distance measurement is frequently used for 1D motif similarity checking (Torkamani and Lohweg, 2017). The calculated Euclidean distance is then compared using the threshold \(\sigma\), if the result is less than or equal to \(\sigma\), \(m_i\) and \(m_j\) are deemed to be similar.

\[
dist (m_i, m_j) = \sqrt{\sum_{h=1}^{h=(p \times q)} (m_{ih} - m_{jh})^2}
\] (2)

Algorithm 3: Candidate 2D motifs.

1: Input \(\chi, \sigma\)
2: Output \(M\)
3: \(M \leftarrow \emptyset\)
4: for \(\forall m_i \in \chi\) do
5: \(count_i \leftarrow 0\)
6: \(M \leftarrow M \cup (m_i, count_i)\)
7: for \(\forall m_j \in \chi, j \neq i\) do
8: if dist \((m_i, m_j) \leq \sigma\) then
9: \(count_i \leftarrow count_i + 1\)
10: \(\chi \leftarrow \chi\) with \(m_i\) removed
11: end if
12: end for
13: end for
14: Return \(M\)

4.2.3 Top \(K\) 2D Motifs and Discords

Once a set of candidate frequent 2D motifs \(M\) has been identified, even after “black sub-matrix” and “edge matrix” removal, the number of remaining motifs in \(M\) is likely still to be large. It is therefore proposed that the number of candidate frequent 2D motifs be limited to the top \(k\) most frequent candidates. We were also interested in discords, candidates that only occur once. The third sub-process in Algorithm 1 is thus the identification of the top \(k\) motifs and the discords. The was conducted using Algorithm 4. The inputs are the set of motifs \(M = \{(m_1, count_1), (m_2, count_2), \ldots\}\) associated with a given image, generated by the previous sub-process, and the threshold \(k\). The algorithm proceeds by first ordering the candidate motifs in \(M\) according to their occurrence count (line 3). The top \(k\) are then selected as the chosen motifs (line 4). Any candidate motifs with a count of 1 are deemed to be discords and placed in \(S\) (line 5). The sets \(M = \{m_1, m_2, \ldots\}\) and \(S = \{s_1, s_2, \ldots\}\) are then returned (line 6).

Algorithm 4: Get Top \(K\) 2D motifs.

1: input \(M, k\)
2: output \(M, S\)
3: \(M \leftarrow M\) sorted in descending order
4: \(M \leftarrow top\ k\ motifs\)
5: \(S \leftarrow motifs\ with\ a\ count\ of\ 1\)
6: Return \(M, S\)

4.2.4 Intra-class Pruning

We are interested in motifs and discords that are good discriminators of class. We are therefore not inter-
tested in motifs and discords that only appear in one image. Thus, we wish to remove motifs and discords, from the sets \( M \) = \( \{M_1, M_2, \ldots \} \) and \( S \) = \( \{S_1, S_2, \ldots \} \) respectively, that appear in only one image (intra-class pruning). The sub-process for achieving this is shown in Algorithm 5. The inputs are the sets \( M \) and \( S \), and the similarity threshold \( \sigma \). The algorithm commences by declaring the sets \( M' \) and \( S' \) to hold the revised sets of motifs and discords (lines 3 and 4). The set \( M \) is processed first, lines 5 to 11. For each motif \( m_j \) in the set \( M \), if \( m_j \) does not appear anywhere else in \( M \), the motif is discarded, otherwise it is added to \( M' \). A similar process is followed for the set \( S \), lines 12 to 18. At the end of the process the sets \( M' \) and \( S' \) will be returned. Note that it might be the case that the sets \( M' \) and \( S' \) are empty. Note also that to determine whether a motif appears only in a single image requires similarity comparison with the motifs for all the other images associated with the current class. This requires our similarity threshold \( \sigma \).

Algorithm 5: Intra-class pruning.

1: input \( M, S, \sigma \)
2: output \( M', S' \)
3: \( M' \leftarrow \{M'_1, M'_2, \ldots, M'_{|C|}\} \)
4: \( S' \leftarrow \{S'_1, S'_2, \ldots, S'_{|C|}\} \)
5: for \( \forall M_i \in M \) do
6: for \( \forall m_j \in M_i \) do
7: if \( m_j \) appears in more than one image in \( M_i \), then
8: \( M'_i \leftarrow M'_i \cup m_j \)
9: end if
10: end for
11: end for
12: for \( \forall S_i \in S \) do
13: for \( \forall s_j \in S_i \) do
14: if \( s_j \) appears in more than one image in \( S_i \), then
15: \( S'_i \leftarrow S'_i \cup m_j \)
16: end if
17: end for
18: end for
19: return \( M', S' \)

4.2.5 Inter-class Pruning

The last step is to remove motifs and discords from \( M'_i \) and \( S'_i \) that are not good discriminators of class. In other words, motifs and discords associated with more than one class. The sub-process is as shown in Algorithm 6. The inputs are the sets \( M' = \{M'_1, M'_2, \ldots\} \) and \( S' = \{S'_1, S'_2, \ldots\} \) from the previous sub-process, and the similarity threshold \( \sigma \). The outputs are the sets \( M'' = \{m_1, m_2, \ldots\} \) and \( S'' = \{s_1, s_2, \ldots\} \), where \( m_i \) is a motif and \( s_i \) is a discord.

Algorithm 6: Inter-class pruning.

1: input \( M', S', \sigma \)
2: output \( M'', S'' \)
3: \( M'' \leftarrow \emptyset \)
4: \( S'' \leftarrow \emptyset \)
5: for \( \forall M'_i \in M' \) do
6: for \( \forall m'_j \in M'_i \) do
7: if \( \forall M'_k \in M', k \neq i, m'_j \notin M'_k \) then
8: \( M'' \leftarrow M'' \cup m'_j \)
9: end if
10: end for
11: end for
12: for \( \forall S'_i \in S' \) do
13: for \( \forall s'_j \in S'_i \) do
14: if \( \forall S''_k \in S'', k \neq i, s'_j \notin S''_k \) then
15: \( S'' \leftarrow S'' \cup s'_j \)
16: end if
17: end for
18: end for
19: return \( M'', S'' \)

4.3 Feature Vector Generation

The last process in the proposed approach is the generation of a set of feature vectors \( H = \{v_1, v_2, \ldots\} \). Each \( v_i \) is of the form \( \{v_{i1}, v_{i2}, \ldots, c\} \) where \( v_i \) is a numerical occurrence count of a motif in \( M'' \) or a discord in \( S'' \), in an ECG scanned image \( I \). The final element \( c \) is a class label taken from a set of classes \( C \). A previously unseen record will have a null value for the variable \( c \) as this is the value we wish to predict.

5 EVALUATION

The evaluation of the proposed 2D motif feature selection mechanism is presented in this section. For
the evaluation the Guangzhou Heart Study data set was used (Deng et al., 2018). Some detail concerning this data set is provided in Sub-section 5.1. A SVM classification model, with Grid Search, was used for the evaluation. The metrics used were accuracy, precision, recall and F1 score; Ten-fold cross-validation was used throughout. The objectives of the evaluation were:

1. To identify the appropriate values for the parameters $\sigma, k, p$, and $q$.
2. To justify the hypothesis that the retention of duplicate motifs and/or discords will have a positive affect.
3. To compare the operation of the proposed approach when the motif set is augmented in various ways.
4. To compare the operation of the proposed approach with “traditional” a 1D waveform approach.

Each of these objectives is discussed in further detail in Sub-sections 5.2, 5.3, 5.4 and 5.5.

5.1 Data Set

The Guangzhou Heart Study data set, used for the evaluation presented here, comprised 1172 patients; each patient record was associated with a 12-leads ECG scanned image and included a diagnosis covering sinus rhythm and eleven arrhythmia types, such as atrial fibrillation, atrial flutter, sinus bradycardia, pacing rhythm. Sinus rhythm is the medical term used to describe the normal rhythm of the heart. For the evaluation presented here a subset of this database was used, focused only on two labels, sinus rhythm and atrial fibrillation. The image resolution was 300 dpi (dots per inch) and each image was stored using JPEG compression, figure 1, is an example of an ECG scanned image. All the used images were associated with only one class.

![Example of the ECG scanned image](image)

Figure 1: Example of the ECG scanned image.

5.2 Parameter Setting for 2D Motifs Discovery

The proposed 2D motif (discord) discovery process required four parameters:

- $\sigma$: The similarity threshold used to compare two motifs, the maximum distance between two motifs.
- $k$: The number of the final frequent motifs to be selected from each image.
- $p$: the row size of the 2D motif matrix
- $q$: the column size of the 2D motif matrix

The values for these parameters dictate the number of selected motifs (discords) that will be identified and selected, and consequently the quality of any further utilisation of the motifs. The lower the $\sigma$ threshold value the more strict the similarity requirement. It was anticipated that as $p$ and $q$ increased, the number of selected motifs (discords) would decrease as there would be fewer sub-matrices to choose candidate motifs (discords) from. The values for $k$ would also affect the number of identified candidate frequent motifs.

To identify the appropriate values for $p$ and $q$, a range of values were considered. According to (Dau and Keogh, 2017), to choose a good candidate 1D motif the sub-sequence length must be less than $1/20$ of the total length. The image lengths and widths were $n = 2420$ and $m = 815$ respectively. Accordingly, using this heuristic, seven pairings for $p$ and $q$ were considered, $p = 5, 10, 15, 20, 25, 30, 35, 40$ and $q = 15, 30, 45, 60, 75, 90, 105, 120$. For the evaluation $\sigma = 0.2$ and $k = 5$ were used because preliminary experiments (not recorded here) had demonstrated that these produced good results. The results obtained are presented in Table 1; best results in bold font. From the table, it can be seen that a best accuracy was obtained using $p = 30$ and $q = 90$. These were thus the values used for the further experiments reported on in the following sub-sections.

To determine the appropriate value for $\sigma$, the similarity threshold used when matching motifs, a sequence of experiments was conducted using a range of values for $\sigma$ from 0.05 to 0.50 incrementing in steps of 0.05. The values $p = 30$ and $q = 90$ were used because they had been shown to produce best results (see above). The parameter $k$ was again set to 5. The results are presented in Table 2; again best results shown in bold font. Inspection of the results indicates that best values were obtained using $\sigma = 0.2$ (a recorded F1 score of 84.01%).

The last parameter to consider was $k$, the number of top motifs to be selected. Experiments were con-
Table 1: Ten fold cross validation classification performance using a range of p and q value pairings.

<table>
<thead>
<tr>
<th>p × q</th>
<th>Acc. %</th>
<th>Prec. %</th>
<th>Rec. %</th>
<th>F1 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>5×15</td>
<td>60.25</td>
<td>70.95</td>
<td>60.25</td>
<td>65.16</td>
</tr>
<tr>
<td>10×30</td>
<td>61.25</td>
<td>76.11</td>
<td>61.25</td>
<td>67.87</td>
</tr>
<tr>
<td>15×45</td>
<td>67.50</td>
<td>70.71</td>
<td>67.50</td>
<td>69.06</td>
</tr>
<tr>
<td>20×60</td>
<td>75.00</td>
<td>81.71</td>
<td>75.00</td>
<td>78.21</td>
</tr>
<tr>
<td>25×75</td>
<td>81.25</td>
<td>87.88</td>
<td>81.25</td>
<td>84.44</td>
</tr>
<tr>
<td>30×90</td>
<td>85.00</td>
<td>89.19</td>
<td>85.00</td>
<td>87.04</td>
</tr>
<tr>
<td>35×105</td>
<td>73.75</td>
<td>81.08</td>
<td>73.75</td>
<td>77.72</td>
</tr>
<tr>
<td>40×120</td>
<td>73.25</td>
<td>79.27</td>
<td>73.25</td>
<td>76.14</td>
</tr>
</tbody>
</table>

Table 2: Ten fold cross validation classification performance for 2D Motif Discovery process using σ values.

<table>
<thead>
<tr>
<th>σ</th>
<th>Acc. %</th>
<th>Prec. %</th>
<th>Rec. %</th>
<th>F1 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>56.2</td>
<td>60.37</td>
<td>70.00</td>
<td>64.83</td>
</tr>
<tr>
<td>0.1</td>
<td>71.25</td>
<td>76.21</td>
<td>71.25</td>
<td>73.64</td>
</tr>
<tr>
<td>0.15</td>
<td>78.75</td>
<td>83.58</td>
<td>78.75</td>
<td>81.09</td>
</tr>
<tr>
<td>0.2</td>
<td>85.00</td>
<td>89.19</td>
<td>85.00</td>
<td>87.04</td>
</tr>
<tr>
<td>0.25</td>
<td>80.00</td>
<td>84.70</td>
<td>80.00</td>
<td>82.28</td>
</tr>
<tr>
<td>0.3</td>
<td>75.00</td>
<td>81.58</td>
<td>75.00</td>
<td>78.15</td>
</tr>
<tr>
<td>0.35</td>
<td>72.50</td>
<td>78.98</td>
<td>72.50</td>
<td>75.6</td>
</tr>
<tr>
<td>0.4</td>
<td>72.50</td>
<td>76.82</td>
<td>72.50</td>
<td>74.59</td>
</tr>
<tr>
<td>0.45</td>
<td>62.50</td>
<td>67.67</td>
<td>62.50</td>
<td>64.98</td>
</tr>
<tr>
<td>0.5</td>
<td>61.25</td>
<td>72.95</td>
<td>61.25</td>
<td>66.58</td>
</tr>
</tbody>
</table>

Table 3: Ten fold cross validation classification performance for 2D Motif Discovery process using k = \{3, 5, 8\}.

<table>
<thead>
<tr>
<th>k</th>
<th>Acc. %</th>
<th>Prec. %</th>
<th>Rec. %</th>
<th>F1 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>68.75</td>
<td>76.30</td>
<td>68.75</td>
<td>72.33</td>
</tr>
<tr>
<td>5</td>
<td>85.00</td>
<td>89.19</td>
<td>85.00</td>
<td>87.04</td>
</tr>
<tr>
<td>8</td>
<td>83.75</td>
<td>89.00</td>
<td>83.75</td>
<td>86.30</td>
</tr>
</tbody>
</table>

Table 4: Ten fold cross validation classification performance for 2D Motif Discovery process when increasing the motif weight.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Acc. %</th>
<th>Prec. %</th>
<th>Rec. %</th>
<th>F1 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>No duplicate</td>
<td>71.25</td>
<td>76.50</td>
<td>71.25</td>
<td>73.78</td>
</tr>
<tr>
<td>With duplicate</td>
<td>85.00</td>
<td>89.19</td>
<td>85.00</td>
<td>87.04</td>
</tr>
</tbody>
</table>

Table 5: Evaluation Results when motif features are augmented with motifs extracted from the edge of ECG images.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Acc. %</th>
<th>Prec. %</th>
<th>Rec. %</th>
<th>F1 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D motifs (M)</td>
<td>85.00</td>
<td>89.19</td>
<td>85.00</td>
<td>87.04</td>
</tr>
<tr>
<td>2D motifs plus</td>
<td>76.25</td>
<td>83.90</td>
<td>76.25</td>
<td>79.89</td>
</tr>
</tbody>
</table>

5.3 Duplicate Removal

As noted earlier in Sub-section 4.2, the proposed motif generation mechanism, may result in the same motif (discord) appearing in the final set of motifs (discords) more than once. The hypothesis here was that these duplicates should be retained so that a greater weighting would be attributed to them during model generation. The second evaluation objective was thus to demonstrate that this hypothesis was correct. Experiments were conducted using k = \{3, 5, 8\}; and using p = 30, q = 90 and σ = 0.2 because earlier experiments (see above) had indicated that these values tended to produce a best performance. The results are presented in Table 3 (best results presented in bold font). From the table it can be seen that k = 5 produced the best results.

5.4 Analysis of Proposed Approach

The proposed approach generated motifs by excluding motifs from matrices located at the edge of an ECG image. The hypothesis was that these would not contribute to a good classification. To test this hypothesis experiments were conducted using motifs that could have been extracted from the edge of an image (2D Motifs Plus). The results are presented in Table 5. From the table it can be seen that this hypothesis was also correct, better results were obtained when motifs were not extracted from the edge of an ECG image.

Experiments were also conducted using only discords, and where the motif features were augmented with discord features (M+S). The results are presented in Table 6. Comparing these results, it can be seen that using motifs on their own (M), produces a best classification.
5.5 Comparison of 1D and 2D Motifs Discovery Approaches

In the introduction to this paper the disadvantages of using 1D waveform representations of ECG data was noted. Indeed, this was the motivation underpinning the work presented in this paper. It was hypothesised that using 2D motifs extracted from untransformed ECG images would produce a better classification than that obtained using features selected from 1D transformed waveform representations of ECG data. To test this hypothesis the operation of the proposed approach was tested against a transformed waveform format approach. The scanned images were transformed into a time series format using a recent algorithm for achieving this (Fortune et al., 2021). Once the image set had been transformed the 1D motif approach proposed in (Aldosari et al., 2021b) was used. Experiments were also conducted using 1D discords (S), and 1D motifs augmented with discords (M+S). The results are given in Table 7. For convenience of comparison the results from Tables 5 have been incorporated into the table. The 1D waveform approach, using motifs as features, was found to work well in comparison to other 1D waveform approaches that used “traditional” P wave, QRS complex and the T wave features (Aldosari et al., 2021a; Aldosari et al., 2021b). However, from Table 7, it can be seen that a best performance when using the proposed 2D motif approach.

Table 7: Comparisons of 1D and 2D approaches.

<table>
<thead>
<tr>
<th>Rep.</th>
<th>1D Approach</th>
<th>2D Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc.</td>
<td>Prec.</td>
</tr>
<tr>
<td>M</td>
<td>68.48</td>
<td>70.00</td>
</tr>
<tr>
<td>S</td>
<td>67.59</td>
<td>76.60</td>
</tr>
<tr>
<td>M+S</td>
<td>72.35</td>
<td>78.74</td>
</tr>
</tbody>
</table>

6 CONCLUSION

In this paper an approach to ECG classification using 2D motifs was proposed and investigated. The hypothesis was that the “traditional” approach to ECG classification, using transformation to a waveform format and usage of a limited set of features, resulted in loss of information because of the associated approximations used, and that a better classification could be obtained if the classification model was built using the original image data without any transformation. To investigate this idea an approach founded on 2D motifs was proposed. An idea motivated by work on 1D motifs as applied to time series data. The approach utilised four parameters: (i) a similarity threshold $\sigma$ used to compare motifs, (ii) a parameter $k$ that specified the number motifs to be selected and (iii) the pixel width $p$ and height $q$ of the 2D motifs to be extracted. The reported evaluation indicated best parameter settings of: $\sigma = 0.2$, $k = 5$, $p = 30$ and $q = 90$. Novel aspects of the proposed approach were that duplicate motifs should be retained and that motifs should not be extracted from image edges, the reported evaluation indicated that this was indeed beneficial. The potential of including discords as features was also investigated, but this was found not to provide any benefit. Most importantly, the reported evaluation demonstrated that the hypothesis that more effective classification could be undertaken when 2D motifs extracted from an entire image were used as features, then when the image was transformed into a 1D waveform format and 1D motifs used as features, was correct. A best accuracy of 85% was obtained using the proposed approach, in comparison with a best accuracy of 70% using a 1D waveform format. For future work the authors intend to investigate improving the performance of 2D motif extraction from scanned images, and to apply the idea to alternative application domains.
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