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Abstract: This paper propose a robust approach based on vision and sliding mode controller for searching and track-
ing an uncooperative and unidentified mobile ground target using a quadcopter UAV (QUAV). The proposed
strategy is an Image-Based Visual Servoing (IBVS) approach using target’s visual data projected in a virtual
camera combined with the information provided by the QUAV’s internal sensors. For an effective visual tar-
get searching, a circular search trajectory is followed, with a high altitude using the Camera Coverage Area
(CCA). A Sliding Mode Controller (SMC) based on Exponential Reaching Law (ERL) is used to ensure the
QUAV control in the presence of external disturbances and measurement uncertainties. Simulation results are
presented to assess the proposer strategy considering different scenarios.

1 INTRODUCTION

Recently, numerous researchers have been interested
in Quadrotor Unmanned Aerial Vehicles (QUAVs)
challenges. The QUAVs are simpler and offer sev-
eral advantages in aspects of maneuverability and
flight stability. They are consequently, used in di-
verse applications, such as transportation (Menouar
et al., 2017), real-time monitoring (Duggal et al.,
2016)(Radiansyah et al., 2017), military reconnais-
sance (Samad et al., 2007) and inspection (Wang
et al., 2022). Mobile Target Tracking is one of the
applications that attract enormous attention, since it
is used in multiple areas, such as, rescue operations
(Cantelli et al., 2013), search and track individu-
als/vehicles (Prabhakaran and Sharma, 2021)(Puri,
2005) and aerial convoys tracking (Ding et al., 2010).

For target tracking, most researchers have mainly
focused on tracking a cooperative target, where its
trajectory is available. Nonetheless, for the uncoop-
erative target it is still a challenging issue. When
the target is occurring suddenly and its information
such as the trajectory and geometrical information is
not accessible, the only available solution to detect
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and track it, is the use of the information provided
by an embedded camera. This approach is known
as visual Servoing (VS), which has been the sub-
ject of intensive research since the late 1980s, and it
is classified into two major methods (Janabi-Sharifi
and Marey, 2010). Position-Based Visual Servoing
(PBVS) method, in which, the 3D Cartesian position
of the target is reconstructed from image data and
used to compute the control law. Generally, PBVS
involves more prior knowledge of the camera calibra-
tion parameters and target geometry.
The second method is Image-Based Visual Servoing
(IBVS), where the control law is computed directly in
the 2D image plane. IBVS is widely used due to it
being computation-friendly and to its robustness.

Many researchers have made efforts to address the
IBVS for target tracking (Borshchova and O’Young,
2016)(Pestana et al., 2014). However, the pro-
posed techniques are based on the features Jacobian
(Chaumette and Hutchinson, 2006) under the assump-
tion that the UAV and target performed a smooth
movement variation. But, the use of the features Ja-
cobian may lead to system instability since the QUAV
is an agile system. The solution to overcome this is-
sue is the use of the virtual camera (Fink et al., 2015),
where the image features are projected into a virtual
camera which inherits only the translation and yaw
motion of the real camera.
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Besides the use of the virtual camera, the vision-
based target tracking requires more specific con-
trollers, since the common control algorithms are not
always applicable. Therefore, nowadays many works
are conducted to develop a robust controller to ensure
efficient vision-based target tracking. In (Zhang et al.,
2021), the image moments are defined in the virtual
camera plane and used in a nonlinear model predic-
tive control-based IBVS to track a ground target by
a quadcopter. In (Cao et al., 2017), an IBVS-based
Backstepping controller combined with a nonlinear
trajectory observer is designed to stabilize a quad-
copter above a moving non-cooperative target. Most
of the works have ignored the target searching phase
and have focused only on the development of con-
trollers for the tracking phase, considering that the
target is already detected.

This work proposes a new vision based approach
to control the QUAV for searching and tracking of an
uncooperative and unidentified mobile ground target.
The main contribution is the use of the target’s visual
features expressed in a virtual camera. These fea-
tures are combined with the QUAV’s inertial measure-
ments, camera’s model, as well as the rough informa-
tion of the eventual targets (shape, dimension, maxi-
mum velocity,...etc.). In order to control the QUAV
and to ensure robust autonomous target tracking, a
Sliding Mode Controller (SMC) based on Exponen-
tial Reaching Law (ERL) is designed .

The rest of the paper is organized in seven sec-
tions. Section II presents the problem formula-
tion. Section III presents QUAV’s system description,
modeling and control. Section IV deals with the vi-
sual system modeling while section V focuses on the
target position and velocity estimation using visual
measurements. In section VI, simulation results are
given and discussed.

2 PROBLEM STATEMENT

2.1 Problem Definition

Tracking a ground target by a quadcopter requires the
determination of the quadcopter’s trajectory while the
target remains in its visual field. For more accurate
tracking, the horizontal instantaneous QUAV’s posi-
tion should coincide with the target’s position while
adjusting the QUAV’s altitude to ensure that the tar-
get remains in its FOV.
Therefore, the problem is solved by minimizing the
horizontal position/velocity errors between the quad-
copter and the target. For an uncooperative target-
tracking, it is necessary to establish a flight strategy to

find the target, once the target is found, a vision-based
process should be established to estimate the horizon-
tal position/velocity errors between the target and the
QUAV for which they will be used by the controller.
Hence an adequate controller must be implemented to
handle the proposed flight strategy.

2.2 Proposed Strategy Overview

The proposed flight strategy is depicted in Fig. 1,
where the QUAV has at first to reach the area where
the target is supposed to navigate. During this first
phase called cross-phase, the QUAV flies at a low al-
titude to reduce energy consumption and avoid the
wind. Once the QUAV reaches the searching area,
a searching phase is automatically started. For an ef-
fective visual target searching, a circular trajectory is
chosen, with a maximum quadcopter’s altitude. The
said circular trajectory is centered at the start point
and its radius is determined according to the Camera
Coverage Area (CCA). Once the target is detected,
a vision-based tracking process is automatically trig-
gered. During the third phase called the tracking
phase, the QUAV follows the target while tuning its
altitude automatically for optimal target observation.

Figure 1: Flowchart of the proposed strategy.

For the controller, a Sliding Mode Controller
(SMC) based on Exponential Reaching Law (ERL)
is selected. For the first and the second phase, the
control loop uses as a reference the waypoint and the
circular trajectory respectively, which will be com-
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bined with the instantaneous position and altitude of
the QUAV measured by GPS, while for the tracking
phase, the visual measurements are combined with In-
ertial measurement unit (IMU) and the altimeter sen-
sor measurements.

3 QUADCOPTER MODELING
AND CONTROL

3.1 Quadcopter Modeling

Modeling the concept of visual tracking by a QUAV,
involves the definition of several frames (Fig. 2).
Namely, an inertial fixed frame FI = (Oi,~ei

x,~e
i
y,~e

i
z),

a body-fixed frame FB = (Ob,~eb
x ,~e

b
y ,~e

b
z ) attached to

the QUAV mass center, as well as a camera frame
FC = (Oc,~ec

x,~e
c
y,~e

c
z) attached to the camera’s optical

center.

Figure 2: Quadcopter modeling and frame definition.

The quadcopter consistsof a rigid cross-frame
equipped with four rotors (Fig. 2) and it is assumed
symmetric with respect to the x/y− axis, so that the
center of gravity is located at the center of the struc-
ture, where a monocular camera is fixed.

The QUAV is propelled by four forces
Fi (i ∈ {1,2,3,4}) generated by the rotation of
the blades mounted on the four rotors.

Fi =
1
2

ρsCT r2=bω
2
i (1)

With ρ and CT are the air density and the aerodynamic
thrust coefficients. s/r are the section/radius of the
propeller.
The actuator rotation generates also four drag torques
δi (i ∈ {1,2,3,4}) which are opposed to the motor
torques

δi=
1
2

ρsCDr2= dω
2
i (2)

CT is the aerodynamic thrust coefficients.

The QUAV’s attitude is controlled by three
torques U2,U3,U4 and the altitude is controlled by the
sum of the four forces U1 such that :

 U1
U2
U3
U4

=

 b b b b
−lb 0 lb 0

0 −lb 0 lb
d −d d −d




ω2
1

ω2
2

ω2
3

ω2
4

 (3)

l is the distance between QUAV’s gravity center and
the rotor.
For the kinematic and dynamic modeling, the QUAV
is considered as 6 − DOF rigid body with mass
m and a constant symmetric inertial matrix J =
diag(Ixx, Iyy, Izz). Its linear velocity in the FI frame
is denoted by VI = ξ̇ = (ẋ, ẏ, ż)t and is expressed in
the Fb frame by the following equation:

vb = RtVI (4)

With vb =
(

u v w
)t . R = RψRθRφ is the rotation

matrix between the Fb and FI frames.

The relation between the derivative of the Eu-
ler angles and the QUAV’s angular velocity Ω =(

p q r
)t is given by the following equation: p

q
r

=

 1 0 −Sθ

0 Cφ SφCθ

0 −Sφ CφCθ

 φ̇

θ̇

ψ̇

 (5)

Using the Euler Newton formalism, the kinematic
equation is given by:{

mξ̈ = Ft −Fd +Fg
JΩ = M f −Mgp−Mgb−Ma

(6)

• Ft = R.
[

0 0 −b
(
ω2

1 +ω2
2 +ω2

3 +ω2
4
) ]t is

the total thrust force expressed in FI frame;

• Fd = diag(k f tx,k f ty,k f tz)VI is the air drag force
(k f xi the drag coefficients);

• Fg =
(

0 0 mg
)t is the gravitational force;

• Ma = diag(k f ax,k f ay,k f az)v2
b is aerodynamic

friction torque ( k f ai the fiction coefficients);

• M f =
(

U2 U3 U4
)t are the total rolling,

pitching and yawing torques.

• Mgb and Mgp are the gyroscopic torques.
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Using (3) and (6), the QUAV model is given by:

ṗ = a1qr−a3Ω̄rq+a2 p2 +b1U2
q̇ = a4 pr+a6Ω̄r p+a5q2 +b2U3
ṙ = a7 pq+a8r2 +b3U4
φ̇ = p+Sφtanθq+Cφtanθr
θ̇ =Cφq−Sφr
ψ̇ =

Sφ

Cθ
q+ Cφ

Cθ
r

ẍ = a9ẋ+ 1
m uxU1

ÿ = a10ẏ+ 1
m uyU1

z̈ = a11ż−g+ cosφcosθ

m U1

(7)

In which :
a1 =

(Iyy−Izz)
Ixx

,a2 =−
k f ax
Ixx

,a3 =− Jr
Ixx
,a4 =

(Izz−Ixx)
Iyy

,

a5 =−
k f ay
Iyy

,a6 =
Jr
Iyy
,a7 =

(Ixx−Iyy)
Izz

,a8 =−
k f az
Izz

,a9 =−
k f tx
m ,

a10 =−
k f ty
m ,a11 =−

k f tz
m ,b1 =

l
Ixx
,b2 =

l
Iyy
,b3 =

1
Izz

{
ux = cos(φ)sin(θ)cos(ψ)+ sin(ψ)sin(φ)
uy = cos(φ)sin(θ)sin(ψ)− sin(φ)cos(ψ) (8)

Assuming that the QUAV performs a smooth move-
ment variation.i.e. φ/ θ are very small, so (5) is sim-
plified as :

Ω = νb. (9)

With νb is the QUAV’s velocity expressed in the body
frame.
From (7),(9) and by choosing the state vector
X =

[
φ φ̇ θ θ̇ ψ ψ̇ x ẋ y ẏ z ż

]t
=[

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12

]t
.

The QUAV’s state-space modeling is given by:

ẋ1 = x2
ẋ2 = a1x4x6 +a2x2

2 +a3Ω̄rx4 +b1U2
ẋ3 = x4
ẋ4 = a4x2x6 +a5x4

2 +a6Ω̄rx2 +b2U3
ẋ5 = x6
ẋ6 = a7x2x4 +a8x6

2 +b3U4
ẋ7 = x8
ẋ8 = a9x8 +

1
m uxU1

ẋ9 = x10
ẋ10 = a10x10 +

1
m uyU1

ẋ11 = x12

ẋ12 = a11x12−g+ cos(φ)cos(θ)
m U1

(10)

3.2 Controller Scheme

The full control scheme is proposed as a multi-loop,
Fig. 3. It is consisting of an inner loop that controls
attitude and an outer loop to control the yaw and the
translation.
The inner loop references are generated by the outer

loop using the following equations:{
φre f = arcsin(ux sin(ψd)−uy cos(ψd))

θre f = arcsin
(

ux cos(ψd)+uy sin(ψd)
cos(φd)

) (11)

Regarding the outer loop, the position references are
obtained from the waypoints and the search trajectory
during the crossing and searching phases. While for
the tacking phase, the position and velocity errors are
obtained by vision (section 5).

Figure 3: Proposed Controller Scheme.

Concerning the control mode, an SMC based on
Exponential Reaching Law (ERL) is adopted due
to its robustness, low chattering effect and response
time.

3.3 Sliding Mode Controller Design

The considered system (10) is a second order, so the
sliding surface is given by:

S = ė+λe (12)

For attitude control, e ∈
{

eφ,eθ

}
, ė ∈

{
ėφ, ėθ

}
,

eφ = e1 = φd−φ, eθ = e3 = θd−θ.
φd/θd are the desired QUAV’s attitude (46) and φ/θ

are the instantaneous QUAV’s attitude obtained by
IMU.
For the yaw control, eψ = e5 = ψd −ψ, with ψd is
the desired yaw, assumed to be constant and ψ the
instantaneous yaw obtained by IMU.

Concerning the horizontal and vertical position
control, the position errors (ex,ey,ez) and their deriva-
tives (ėx, ėy, ėz) are not accessible since the QUAV’s
position/velocity references are those of the uncoop-
erative target.
Hence, the visual measurement detailed in (39), (44)
and (48) are used to define the relative sliding sur-
faces:

Sn = ˙̂en +λnên, n ∈ {x,y,z} (13)

In order to design the controllers, an approximate
model called ”control model” (14) is used, rather than
defined in (10), in which the parameters uncertainty
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(ãi, b̃i), the measurements noise (x̃i) and the external
perturbations (d•) are considered.

˙̂x1 = x̃2
˙̂x2 = ã1x̃4x̃6 + ã2x̃2

2 + b̃1U2 +dφ

˙̂x3 = x̃4
˙̂x4 = ã4x̃2x̃6 + ã5x̃2

4 + b̃2U3 +dθ

˙̂x5 = x̃6
˙̂x6 = ã7x̃2x̃4 + b̃3U4 +dψ

˙̂x7 = x̃8
˙̂x8 = ã9x̃8 +

1
m uxU1 +dx

˙̂x9 = x̃10
˙̂x10 = ã10x̃10 +

1
m uyU1 +dy

˙̂x11 = x̃12
˙̂x12 = ã11x̃12−g+ cos(φ)cos(θ)

m U1 +dz

(14)

With x̃i = xi +noise are the noisy measurement . d• ,
• ∈ {φ,θ,ψ,x,y,z}, with |d•| ≤ dmax

• are the external
disturbances.

For simplification sake, the following expression
of (14) is adopted:

˙̃xi = x̃i+1
˜̇xi+1 = f̃i(x)+ g̃i(x)U+d•
ei = xd

i − xi

(15)

i∈ {1,3,5,7,9,11}, U∈ {U1,U2,U3,U4,ux,uy}, e7 =

ex = xd− x, e9 = ey = yd− y and e11 = ez = zd− z
From (15), the first time derivative of the sliding sur-
face is given by:

Ṡ = ẍd
i − f̃ (x̃)− g̃(x̃).U−d•+λ.ė (16)

Using (16), the general form of the control law is
given by:

U =
1

g̃(x)

(
ẍd

i − f̃ (x)+D•sign(S)+λ.ė− Ṡ
)

(17)

The term D•sign(S) is introduced to compensate the
external disturbance d•, such that:

dmax
• < D• (18)

Defining the Lyapunov function :

V =
1
2

S2 (19)

The first time derivative of V must be negative defined
to ensure the convergence,so:

V̇ = SṠ < 0 (20)

For ERL-based SMC, Ṡ is chosen as:

Ṡ =−Ksign(S)−qS,q > 0,K > 0 (21)

Replacing (21) in (19), the control law is given by:

U =
1

g̃(x)

(
ẍd

i − f̃(x)+D•sign(S)+λ.ė+Ksign(S)+qS
)

(22)

This law forces the switching variable to reach the
switching surface at a constant rate K, but if K is
too small, the response time is important, on another
hand, a large K will cause a severe chattering. By
adding the proportional rate term Ksign(S), the state
is forced to approach switching manifold faster when
the sliding surface S is larger. (Liu, 2017).

For uncooperative target tracking, the desired ac-
celerations ẍd , ÿd , z̈d are those of the target, which are
neither measurable nor estimable. Consequently, they
can be considered as a pounded perturbation, such
that:

|ẍd
(i)|< ẍd

(i)max = ∂i (23)

∂i > 0, i ∈ {5,7,9,11}
Hence, the general expression of the outer loop

controller is given by:

U =
1

g̃(x)

(
− f̃ (x)+ D̄•sign(S)+λ.ė− Ṡ

)
(24)

In this case, the term D̄•sign(S) compensates the
external disturbance d• and the unknown acceleration
ẍd
(i). Therefore, the constant D̄• must satisfy the fol-

lowing condition:

dmax
• +∂i ≤ D̄• (25)

Thus, considering Ṡ as given in (24), the different con-
trol laws are summarized as follows:

U2 =
1
b̃1

[
Ṡθ +λθ.ėθ + θ̈d − ã4x̃2x̃6− ã5x̃2

4 +Dθsign(Sθ)
]

U3 =
1
b̃2

[
Ṡφ +λφ.ėφ + θ̈d − ã1x̃4x̃6− ã2x̃2

2 +Dφsign(Sφ)
]

U4 =
1
b̃3

[
Ṡψ +λψ.ėψ + ψ̈d − ã7x̃2x̃4− ã8x̃2

6 +Dψsign(Sψ)
]

U1 =
m

cos(φ)cos(θ)

[
Ṡz +λz .̂̇ez− ã11x̃12 +g+ D̄zsign(Sz)

]
uy =

m
U1

[
Ṡy +λy .̂̇ey− ã10x̃10 + D̄ysign(Sy)

]
ux =

m
U1

[
Ṡx +λx .̂̇ex− ã9x̃8 + D̄xsign(Sx)

]
(26)

Proof. Considering the expression of the control
model (14), then substituting (16) in the time deriva-
tion of the Lyapunov function, we get:

V̇ = S
(

ẍd
i − f̃ (x̃)− g̃(x̃).U−d +λ.ė

)
(27)

For the quadcopter’s translation and yaw, replacing
the controller U by its expression given by (24) with
considering the Ṡ expression given in (21) , we get :

V̇ =
(

S
(

d + ẍd
i

)
−K|S|− D̄•|S|−qS2

)
(28)

When: S < 0, (28) become :

V̇ =−
(
|S|
(

ẍd
i +d

)
+K|S|+ D̄•|S|+qS2

)
Under the condition (25), q > 0 and K > 0, it is clear
that:

V̇ < 0 (29)
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When S≥ 0, from (28) we get:

S
(

d + ẍd
i

)
− D̄•|S| ≤ −ε,ε≥ 0

Hence:
V̇ <

(
−ε− D̄•|S|−qS2)< 0 (30)

For the attitude control (φ and θ), the input control
U of (27) is replaced by the expression given in (17)
and following the same logic adopted for the transla-
tion’s stability proof, with taking in account condition
(18) instead of (25), the stability can be proved.

4 VISION MODELS DERIVATION

The vision modeling involves, the camera modeling
and the Camera Coverage Area (CCA) modeling.

4.1 Camera Modeling

The pinhole model is adopted in this work due to
its simplicity and efficiency. It goes through three
elementary and successive transformations (Fig .4).

Figure 4: Projections for pinhole model.

Transformation 1: to express the coordinates
of the points characterizing the target IPi =(

Ixpi
Iypi

Izpi

)t in the camera’s frame.

cPi = RC
(IPi− IOc

)
. (31)

With IOi ∈ ℜ3 is the camera’s position in FI frame.
RC = Rt is the rotation matrix between the FI and FC
frames.

Transformation 2: is a perspective projection,
transforming point cPi into a two-dimensional point
in the image plane pi =

(
xmi ymi

)t . xmi = f
cxpi
czpi

ymi = f
cypi
czpi

(32)

With f is the camera’s focal length.
Transformation 3: for the transformation from a met-
ric positioning to a pixel positioning{

ui = kxxmi +u0
ni = kyymi +n0

(33)

With (u0,n0) and kx/ky are the coordinates of the im-
age’s center and the number of pixels per unit of mea-
surement respectively.

4.2 Camera Coverage Area Modeling

The CCA is a calculated measure that defines theo-
retically the maximum visible region from a camera.
In the case of a rectangular modeling (Based on ge-
ometrical calculation) the CCA is limited by a rect-
angle centered in Occa

(
Ixcca,

Iycca
)

and the maximal
distances covered along x and y axis are given by (35)
as depicted in Fig. 5 .

Figure 5: Camera Coverage Area Modeling.



Ixcca =
Izc.T f ov

2

(
SθT

θ+ f ov
2
+Cθ− 1

Cθ

)
Cψ−

Izc.T f ov′
2

(
SφT

φ+ f ov′
2
+Cφ− 1

Cφ

)
Sψ + Izc.Tθ +

Ixc

Iycca =
Izc.T f ov

2

(
SθT

θ+ f ov
2
+Cθ− 1

Cθ

)
Sψ+

Izc.T f ov′
2

(
SφT

φ+ f ov′
2
+Cφ− 1

Cφ

)
Cψ + Izc.Tφ +

Iyc

(34)


∆xcov = 2.Izc.T( f ov

2 )

(
SθcT

(θc+
f ov
2 )

+Cθc +
1

2Cθc

)
∆ycov = 2.Izc.T( f ov′

2 )
.

(
SφcT

(φc+
f ov′

2 )
+Cφc +

1
2Cφc

)
(35)

T� = tan(�) and fov/fov’ are the height and the
width of the camera’s field of view.
For a circular modeling, the model is a circle centered
in C0 with a rayon Rcca, such that:{

C0 =
(

Ixcca,
Iycca

)
Rcca = min(xcov,ycov)

(36)

For the detection model, the target is considered as
automatically detected once it entered into the CCA.
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5 TARGET POSITION AND
VELOCITY ESTIMATION

A virtual camera with its associated virtual frame
Fv ≡ (oc,~ev

x,~e
v
y,~e

v
z) are introduced, so that the origin

of the Fv coincides with the origin of the real camera’s
frame, and its Z− axis ~ev

z is aligned with the optical
axis of the virtual camera, Fig 6.

Figure 6: Virtual camera concept.

The virtual camera inherits only the yaw, and the
horizontal translation of the real camera. By adopting
this technique, we can claim that any changes in the
image features are only due to the horizontal transla-
tion of the QUAV or to the target’s movement. There-
fore, the Horizontal Position’s Errors (HPE) and the
Velocity’s Errors (VE) between the QUAV and the
target are calculated using target image features ex-
pressed in the virtual camera. The same for the gen-
eration of the QUAV’s relative altitude.

5.1 Horizontal Position’s Errors
Estimation

Considering a set of points cPi ∈ ℜ3 characterizing
the target with their corresponding pixel coordinates
pi = (ui,ni). Then, cPi are projected in the virtual
image plane as follows (Jabbari et al., 2012):[

vui
vni

]
= βRt

φθ

 ui
ni
f

 (37)

β = f/

[ 0 0 1
]

Rt
φθ

 ui
ni
f

 ,Rt
φθ =

(
RθRφ

)t

Supposing that the target contains N > 3 non-
collinear feature points, the image’s feature centroid

v pg = (vug,
vng) in the virtual frame is given by:

vug =
1
N

N
∑

i=1

vui

vng =
1
N

N
∑

i=1

vni

(38)

The idea of the control scheme is to drive the QUAV
above the target, such that the desired virtual image’s
feature centroid is determined as the center of the vir-
tual image plane v pg =

v p0.
Hence, from equations (38) and (37), the horizontal
position errors between the camera (QUAV) and the
target are given by:{

êx =
vẑ

vug−vu0
f

êy =
vẑ

vng−vn0
f

(39)

Remark 1. ’vẑ’ is the normal distance of the virtual
camera from the target, and is assumed to be equal to
the camera’s vertical position I ẑc.

5.2 QUAV’s Altitude Reference
Generation

In a tracking scenario, the most intuitive and simple
approach is to fly the QUAV at a fixed altitude, which
must not be too high to ensure that the target is de-
tectable on the image plane, and must also not be too
low to ensure the visualization of all the target’s de-
tails. However, this approach cannot guarantee that
the QUAV flies at an optimal altitude. Thus, and
to ensure this optimality, the technique proposed by
(Zhang et al., 2020) to determine the desired QUAV’s
relative altitude is readopted in this work.
The proposed technique is summarized as follows:

- The introduction of a circle centered at Oc with
radius ropt as an optimal observation zone in the
virtual image plane.

- Consider a circle centered at v pg and passing
through the farthest feature point of the target
(projected in the virtual plane) to cover the whole
target features. The circle radius rtrg is given by:

rtrg = max

{√
(vui− vug)

2 +
(
(vni− vng)

2
)}

, i = 1, .,N

(40)

- Once the QUAV is above the target, its altitude
will be controlled through rtrg which must be less
than or equal to the ropt to ensure that the target
stays within the optimal viewing area.

rd = υropt ,υ < 1. (41)

υ is the radius-scaling factor.
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Considering the perspective projection, we get:

rd = f
dtrg

zd
(42)

dtrg is the unknown real distance between the
target center and the farthest target feature
point and zd is the desired QUAV’s altitude.

From (41) and (42) the desired vertical distance is
given by:

zd = rtrg

cẑp

υropt
(43)

Therefore, the vertical error is given by:

êz=
cẑp− zd (44)

In summary, the position errors are given by the fol-
lowing vector ∆ξ =

(
êx êy êz

)t .

5.3 Velocity Errors Estimation

To compute the velocity errors which is necessary for
the controller. The expression of the target’s feature
points IPi in the virtual frame is given by:

vPi = Rψ

(IPi− IOv
)

(45)

Hence, the dynamic of the image features v ṗi =( vu̇i
vṅi

)t corresponding to the set point vPi is ob-
tained by the first time derivation of equation (45)
considering that vzpi =

czpi =
czp.

[ vu̇i
vṅi

]
=

1
vzpi

[
f 0 −vui
0 f −vni

] vẋc− vẋpi
vẏc− vẏpi
v żc− v żpi

+[ vni
−vui

]
ψ̇

(46)
The image feature dynamic given by (46) is rewritten
as follow:

v ṗi =
cẑ−1

p Ai
v
∆v+Biψ̇ (47)

Bearing in mind that the target feature points are
coplanar and have the same target linear velocity, it is
clear that in order to compute the three components of
the velocity errors v∆v, at least two points (i≥ 2) are
needed. Finlay, the velocity errors expressed in the FI
frame are given by:

∆v = cẑpRt
ψA+ (v ṗ−Bψ̇) (48)

With ∆v =
(

ˆ̇ex ˆ̇ey ˆ̇ez
)t , A =

(
At

i .. At
N
)t ,

Q =
(

Bt
1 .. Bt

N
)t , A+ is the Moore-

Penrose pseudo-inverse of matrix A and
v ṗ =

( v ṗt
1 ... v ṗt

N
)t is obtained by measur-

ing the optic flow.

5.4 QUAV’s Relative Vertical Position
Measurement

Given the geometric models of the possible targets,
the horizontal distance between the camera and the
target is calculated using the image coordinates of
at least two target feature points and the correspond-
ing real distance between, obtained from the model
matching, them combined with equations (32) and
(33). It is given by:

cẑp = f .Di/ j

((
ui−u j

kx

)2

+

(
ni−n j

ky

)2
)−1/2

(49)
Di/ j is the horizontal distance between two points
Pi/Pj on the target, obtained by model matching. ui/ni
and u j/ni are their corresponding pixel coordinates.

6 SIMULATION AND
DISCUSSION

For the numerical simulations, the QUAV’s parame-
ters uncertainty is chosen such that ãi = ai± 15%ai
and b̃1 = bi±15%bi.

The solver Runge-Kutta is used with a fixed-step
( 0.001 simpling rate).

Concerning the target, it is considered as a rect-
angular object, in which the visual features include
its four vertexes with the following coordinates (in
meters) (0.2,0.2,0), (−0.2,0.2,0), (−0.2,−0.2,0)
and (0.2,−0.2,0).

The camera position and attitude with respect to
FB frame are (0,0,0.05)m and (0,0,0)rad respec-
tively.

The QUAV’s initial position and attitude are
(0,0,0.1)m, (0,0,0)rad, respectively. The coor-
dinates of the starting point of the search phase is
(8,7,0)m. The crossing and searching altitudes are
5m and 20m respectively. The searching trajectory is
a circle centered in the searching start point with a
rayon equal to RCCa.

The QUAV’s parameters uncertainty is chosen
such that ãi = ai± 15%ai and b̃1 = bi± 15%bi. To
evaluate the visual measurement for the three flight
phases, we consider that the target is always visible
and the tracking process is started at the instant
t = 55s.
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Figure 7: Visual measurement: position and velocity errors
(with sign function).
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Figure 8: Visual measurement: position and velocity errors.
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Figure 9: Simulation results of the proposed Vision-based
vertical distance measurement (with sign function).
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Figure 10: Simulation results of the proposed Vision-based
vertical distance measurement.
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Figure 11: Simulation results of the proposed flight scenario
in 3D.
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Figure 12: Simulation results of the proposed flight scenario
in 2D.
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Figure 13: Simulation results of the QUAV’s attitude and
yaw control.
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Figure 14: Simulation results of the QUAV’s translation
movement control.

The simulation was performed by considering the
saturation function instead of the sign function in the
proposed controller, since the use of the saturation
function lead to a considerable improvement in the vi-
sual measurement results (Fig. 8 and Fig. 10), unlike
the sign function, which gave a noisy result, (Fig. 7
and Fig. 9).
The flight scenario is depicted in Fig. 11 and Fig. 12
(3D and 2D), in which the three flight phases are il-
lustrated: the cruise phase, the search phase and the
tracking phase. In Fig. 11 the automatic altitude tun-
ing is clearly depicted, where the QUAV has reduced
its altitude automatically for vision optimization.
For the control law results, Fig. 14 shows the control
results of the QUAV’s horizontal and vertical trajec-
tory. Figure. 13 exposes the QUAV’s attitude and yaw
control, where the chattering effect is too low.
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7 CONCLUSION

The proposed strategy for uncooperative mobile
ground target tracking using a quadcopter has been as-
sessed using simulated scenarios. The evolved IBVS
approach allows improving searching, detection and
tracking efficiency while the proposed ERL based
Sliding mode controller guarantees the stability and
robustness of the QUAV. A simple searching law was
used for detecting a moving target and its relative
position and velocity estimation considering uncer-
tainties. Simulations were performed to successfully
demonstrate the performance and feasibility of the
proposed method.
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