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Abstract: The concept of Experience Replay is a crucial element in Deep Reinforcement Learning algorithms of the DQN family. The basic approach reuses stored experiences to, amongst other reasons, overcome the problem of catastrophic forgetting and as a result stabilize learning. However, only experiences that the learner observed in the past are used for updates. We anticipate that these experiences possess additional valuable information about the underlying problem that just needs to be extracted in the right way. To achieve this, we present the Interpolated Experience Replay technique that leverages stored experiences to create new, synthetic ones by means of interpolation. A previous proposed concept for discrete-state environments is extended to work in continuous problem spaces. We evaluate our approach on the MountainCar benchmark environment and demonstrate its promising potential.

1 INTRODUCTION

The combination of neural networks with Reinforcement Learning (RL), also known as Deep RL, has recently achieved several breakthroughs in the domain of Machine Learning. Some prominent examples range from playing Atari games (Mnih et al., 2015) over mastering the board game Go on a superhuman level (Silver et al., 2017) to even more complex environments with huge state- and action-spaces like the video games StarCraft II (Vinyals et al., 2019) and Dota 2 (Berner et al., 2019).

One well-known algorithm in this context is the so-called Deep Q-Network (DQN) (Mnih et al., 2015) that replaces the Q-table from the classic Q-Learning with a neural network. To counteract several problems that arise here (i.e. correlations of Q-updates and catastrophic forgetting), the Experience Replay (ER) was brought back to live, a concept that has been developed before the wide success of neural networks. The ER works as a memory of experienced situations, similar to the short-term memory of living individuals, and stores them in a buffer. In the training phase the learner makes use of them and is able to increase sample efficiency and stabilize the learning process this way. However, the stored transitions are only used in the form they have been gathered and the possibly existing potential in this collection of observations of the environment is not further exploited.

As after enough time steps has gone by, the stored experiences are well distributed over the state space, and the transitions in the buffer represent knowledge about the environment that just needs to be extracted and used in the right way. This is our hypothesis at least.

The Interpolated Experience Replay (IER) does exactly that. A first study from Pilar von Pilchau et al. (Pilar von Pilchau et al., 2021) in discrete environments with a simplistic and restricted version of IER showed promising results and justified a deeper investigation. Our contribution involves the creation of synthetic experiences by means of interpolation. These interpolated experiences are stored in an individual buffer and mixed in for training. A nearest neighbour search collects valuable samples from the real buffer and utilizing the technique of Inverse Distance Weighting Interpolation (Shepard, 1968) new synthetic experiences are created. In the early exploration phases, when the learner knows little about the environment and is building up its knowledge slowly, the IER shows its potential and results in a reduced learning time. For evaluation purposes we used the MountainCar problem and tested several configurations of IER. Our second contribution is the extension to deal with continuous state spaces.
The remainder of the paper is structured as follows. We give a short introduction of some basic knowledge like the ER and DQN in Section 2. An overview of relevant work that has been done in this area is given in Section 3. A reminder of the basic functionality of the IER is presented in Section 4 and followed by our main contribution in Section 5, where we describe how the IER can be applied for continuous environments. An evaluation on the MountainCar environment is performed in Section 6. Finally we conclude the paper with a summary and some ideas for future work in Section 7.

2 BACKGROUND

In this section we present some background knowledge such as what is an Experience Replay and a short introduction of the Deep Q-Network.

2.1 Experience Replay

ER is a biological inspired mechanism (McClelland et al., 1995; O’Neill et al., 2010; Lin, 1992; Lin, 1993) to store experiences and reuse them for training later on.

An experience is defined as: \( e_t = (s_t, a_t, r_t, s_{t+1}, d_t) \) where \( s_t \) denotes the state at time \( t \), \( a_t \) the performed action, \( r_t \) the corresponding received reward, \( s_{t+1} \) the follow-up state and \( d_t \) if the reached state was terminal. Each time step \( t \) the agent stores its recent experience in a dataset \( D_t = \{ e_1, \ldots, e_t \} \). In a non-episodic/infinite environment (and also in an episodic one after a certain amount of steps) we would run into the problem of limited storage. To counteract this issue the vanilla ER is realized as a FiFo buffer. Thus, old experiences are discarded after reaching the maximum length.

This procedure is repeated over many episodes, where the end of an episode is defined by a terminal state. The stored transitions can then be utilized for training either online or in a specific training phase. It is very easy to implement ER in its basic form and the cost of using it is mainly determined by the storage space needed.

2.2 Deep Q-Learning

The Deep Q-Network was first introduced in (Mnih et al., 2015; Mnih et al., 2013) and is the combination of classic Q-Learning (Sutton and Barto, 2018; Watkins and Dayan, 1992) and neural networks. It approximates the optimal action-value function:

\[
Q'(s,a) = \max_{a'} \mathbb{E}_t [r_t + \gamma r_{t+1} + \gamma^2 r_{t+2} + \ldots | s_t = s, a_t = a] .
\]

To enable large continuous state- and action-spaces and also make use of generalization, the Q-function is parametrized by a neural network. Equation (1) displays the maximum sum of rewards \( r_t \) discounted by \( \gamma \) at each time-step \( t \), that is achievable by a behaviour policy \( \pi = \mathbb{P}(a|s) \), after making an observation \( s \) and taking an action \( a \).

The temporal-difference error \( \delta_t \) is used to perform Q-Learning updates at every time step:

\[
\delta_t = r_t + \gamma \max_{a'} Q(s_{t+1}, a') - Q(s_t, a_t) .
\]

Tsitsiklis et al. (Tsitsiklis and Roy, 1997) showed that a nonlinear function approximator used in combination with temporal-difference learning, such as Q-Learning, can lead to unstable learning or even divergence of the Q-function.

As a neural network is a nonlinear function approximator, there arise several problems:

1. the correlations present in the sequence of observations,
2. the fact that small updates to Q may significantly change the policy and therefore impact the data distribution, and
3. the correlations between the action-values \( Q(s_t, a_t) \) and the target values \( r_t + \gamma \max_{a'} Q(s_{t+1}, a') \) present in the TD-error shown in (2).

The last point is crucial, because an update to \( Q \) will change the values of both, the action-values as well as the target values. That could lead to oscillations or even divergence of the policy. To counteract these issues, two concrete actions have been proposed:

1. The use of ER solves, as stated above, the two first points. Training is performed each step on minibatches of experiences \( (s,a,r,s') \sim \mathbb{U}(D) \), that are drawn uniformly at random from the ER.
2. To remove the correlations between the action-values and the target values, a second neural network is introduced that is basically a copy of the network used to predict the action-values. This network is responsible for the computation of the target values. The target-network is either freezeed for a certain interval \( C \) before it is updated again or “soft” updated by slowly tracking the learned networks weights utilizing a factor \( \tau \). (Mnih et al., 2015; Lillicrap et al., 2016)

We freeze the target network as presented above and extend the classic ER with a component to create synthetic experiences.
3 RELATED WORK

The classical ER, introduced in Section 2.1, has been improved in many further publications. One prominent improvement is the so-called Prioritized Experience Replay (Schaul et al., 2015) which replaces the uniform sampling with a weighted sampling in favour of experience samples that might influence the learning process most. This modification of the distribution in the replay induces bias, and to account for this, importance-sampling has to be used. The authors show that a prioritized sampling leads to great success. This extension of the ER also changes the default distribution, but uses real transitions and therefore has a different focus.

Another extension of the classic ER is the so-called Hindsight Experience Replay (HER) (Andrychowicz and others, 2017). The authors investigated multi-objective RL problems and used state-action-trajectories alongside a given goal as experiences to store in their HER. In complex environments the agent was not able to understand what goal it intended to reach and therefore was not successful. To assist the learner, synthetic experiences were introduced and saved together with the real ones. Such an experience replaced the goal with the last state in the trajectory. This technique helped the learner to understand what a goal is and subsequently to reach the environment-given goals. In contrast to our approach HER uses trajectories as experiences and solves multi-objective environments, also no interpolation is used to create synthetic experiences.

The authors of (Rolnick et al., 2018) presented CLEAR, a replay-based method that greatly reduced catastrophic forgetting in multi-task RL problems. Off-policy learning and behaviour cloning from replay is used to enhance stability. On-policy learning guarantees a preserved plasticity. In contrast to our approach CLEAR does not use any form of synthetic experiences and is designed for actor-critic algorithms instead of DQN.

In (Hamid, 2014) the author investigates the effect of reappearing context informa- tions. Two different learners are used to learn the relation of states and actions and reoccurring sequences into a data stream. The data comes in three subsequences called context and the first and the last context are the same while the middle context differ. The author could show that the information that was learned in context 1 can be reused in context 3 even after confronted with a completely new context in between. The approaches extracts temporal information from previously observed experiences to avoid catastrophic forgetting. IER uses collected experiences to create completely new experiences and therefore differ from this approach.

Sander uses interpolation to create synthetic experiences for a replay buffer (Sander, 2021). In contrast to our approach, the used buffer is completely filled with interpolated experiences and the synthetic samples are generated from the corresponding neighbourhood with mixup. The interpolation is performed in every step and until the algorithm stops, while we start with a high number of interpolations and end up with very little or even no interpolations as we reach convergence. The approach from Sander is located, evaluated and motivated in the control task domain.

This work draws on the methods proposed in e.g. (Stein et al., 2017; Stein et al., 2018). The authors used interpolation in combination with an XCS classifier system to speed up learning in single-step problems by means of using previous experiences as sampling points for interpolation. Our approach focuses on a DQN as learning component and more importantly sequential decision problems.

4 INTERPOLATED EXPERIENCE REPLAY BASICS

This work builds upon the findings of (Pilar von Pilchau et al., 2020; Pilar von Pilchau, 2019; Pilar von Pilchau et al., 2021). We give a short recap of the basics of the Interpolated Experience Replay (IER) in the following chapter.

The IER makes use of the architectural concept of the Interpolation Component (IC) from Stein et al. (Stein et al., 2017). The actual IER consists of two separated parts that share a maximum size: (1) The real experience buffer and (2) the buffer for interpolated experiences (cf. Fig. 1). The original synthetic experience buffers size is restricted by the amount of stored real samples and therefore decreasing over time. If the buffer runs full with real experiences then there is no space left for synthetic ones. This decision comes from the expectation that an experience created directly from the environment is exact, where in contrast an interpolated one suffers from uncertainty. Anyhow, to have the possibility to reserve a small space for synthetic experiences even if the buffer is full with real samples, there is a minimum size of the synthetic buffer introduced \( s_{syn\_min} \). Following this, the maximum size of the IER is the real buffers maximum size plus the synthetic buffers minimum size. We denote the size of the IER as \( s_{ier} \), the size of the real valued buffer as \( s_{r} \) and the size of the synthetic buffer as \( s_{syn} \).

To create synthetic experiences the stored real experience samples are used as sampling points for in-
5.1 Interpolation of the Follow-up States

A straightforward solution, following the reward averaging approach of (Pilar von Pilchau et al., 2021), would be an interpolation of the follow-up state based on the detected nearest-neighbours. In a very simple environment where the agent can only move left or right the state is represented by a position on a line. Imagine the situation when the query point equals the biggest yet discovered position to the right. Consequently all sampling points have to be on the left of this point. An interpolation of the follow-up state for the action “move right” would result in a position that is also located to the left of the query point but in fact should be to the right. This effect (illustrated in Fig. 2) would create a synthetic experience that is misleading as it assigns a movement in the wrong direction to the move to the right action. In fact, the expected behaviour that we want would be considered as extrapolation which is known to be inaccurate or at least suffers from uncertainty.

As a consequence, we developed a new approach of interpolating the follow-up state. As the state-transition of all observed experiences directly correlates with the corresponding start state we decided to interpolate the state-transition instead. In the above mentioned example, all state-transitions (calculated as $s_{t+1} = s_t + \delta s$) of the discovered nearest-neighbours are used as sampling points and an interpolated state-transition is created and added to the sampling point. As can be seen in Fig. 3 the interpolated follow-up state equals the real follow-up state in the simple example. This effect also holds for more complex states, like a combination of position and velocity, as long as $s_{t+1}$ is directly dependant from the corresponding state $s_t$. In more complex environments the interpolation might not be exactly the same as the real value but indeed suffers from reduced uncertainty compared to the interpolation of the follow-up state directly. Following this approach we are still able to use interpolation techniques for a (potential) extrapolation task.
The equally weighted average interpolation used in (Pilar von Pilchau et al., 2021) was introduced for a first analysis of the idea and more complex environments require more complex interpolation techniques. Thus, we decided to use Inverse Distance Weighting Interpolation (IDW) (Shepard, 1968) for our approach.

IDW strives to create an interpolation using a weighted average, where sampling points that are located in closer distance to the query point have a bigger impact than sampling points located farther away. IDW is defined as follows:

\[
    u(\vec{x}) = \begin{cases} 
    \frac{\sum_{i=1}^{N} w_i(x) u_i}{\sum_{i=1}^{N} w_i(x)}, & \text{if } d(\vec{x}, \vec{q}_i) \neq 0 \text{ for all } i, \\
    \frac{\sum_{i=1}^{N} w_i(x) u_i}{\sum_{i=1}^{N} w_i(x)}, & \text{if } d(\vec{x}, \vec{q}_i) = 0 \text{ for some } i, 
    \end{cases} 
\]

with

\[
    w_i(\vec{x}) = \frac{1}{d(\vec{x}, \vec{q}_i)^p}. 
\]

The interpolation function tries to find an interpolated value \( u(\vec{x}) \) at a given point \( \vec{x} \) based on sampling points \( u_i = u(\vec{x}_i) \) for \( i = 1, 2, \ldots, N \). To increase the impact of closer values a weight \( w_i \) is used that includes a distance metric \( d \) together with a variable \( p \) called the power parameter controlling the impact of \( u_i \).

In our approach, we use experiences \( e_i = (s_i, a_i, r_i, s_{i+1}, d_i) \) as samples \( u_i \). A query point \( \vec{x} = \vec{x}_q = (\vec{q}_i, a_q) \) is received via a query function and the euclidean distance of the states \( s_i \) and \( s_q \) is used as distance metric \( d \). Furthermore the amount of sampling points is restricted by the action \( a_q \) and a nearest neighbour search so that only experiences that meet the following condition are included:

\[
    d(\vec{x}_q, \vec{x}_i) \leq m_{\text{thresh}} \land a_q = a_i, 
\]

where \( m_{\text{thresh}} \) defines the maximum search radius. The interpolation only occurs for the values of \( r_i, s_{i+1} \) and \( d_i \), resulting in the corresponding interpolations \( r(\vec{x}), s_{i+1}(\vec{x}) \) and \( d(\vec{x}) \). We can then create an interpolated experience:

\[
    e_\vec{x} = (s_q, a_q, r(\vec{x}), s_{i+1}(\vec{x}), d(\vec{x})) \quad (6) 
\]

### 5.3 Synthetic Buffer Size

To original concept of a shared maximum size as presented in Section 4 is a quite simple approach and lacks the ability of fine-tuning. As a consequence, we introduce two new functionalities: (1) an exploration mode and (2) the parameter \( \beta \). The former defines a minimum size of the synthetic buffer \( ms\text{expl}_i \) in relation of the actual decaying exploration rate \( \epsilon \) and the allowed maximum size \( s_{\text{syn\_max}} \):

\[
    ms\text{expl}_i = \epsilon_i \ast s_{\text{syn\_max}}. 
\]

The parameter \( \beta \) allows a finer tuning of the minimal size of the synthetic buffer in later stages. Thus, \( \beta \) influences the minimum size of the buffer \( s_{\text{syn\_min}} \) (cf. Section 4). Another minimum size \( ms\text{beta}_i \) is then defined as follows:

\[
    ms\text{beta}_i = \lfloor s_{\text{syn\_min}} \ast \beta_i \rfloor, 
\]

with

\[
    \beta_i = \max \left[ \beta_{\text{init}} - \frac{\beta_{\text{init}}}{M} \ast \frac{i}{M}, 0 \right]. 
\]

\( \beta_{\text{init}} \) is the initial value that is assigned to \( \beta \) and 1 was found as a good value here. Furthermore, \( \beta \) decreases after every time step \( i \) (an episode in our approach) until it reaches 0 in time step \( M \).

Following (7) and (8) we can update the minimal size of the synthetic buffer \( s_{\text{syn\_min}} \) for every episode as follows:

\[
    s_{\text{syn\_min}} = \max \{ ms\text{expl}_i, ms\text{beta}_i \} \quad (10) 
\]

Fig. 4 gives a graphical intuition of how the minimal size of the synthetic buffer is determined.
5.4 Distribution Sampling

An evaluation of different query functions in (Pi- lar von Pilchau et al., 2021) revealed that the IER benefits from a sampling method that follows the distribution that is created by the policy. We can find an off policy equivalent of this distribution in the real experience buffer as it was created by the policy. In discrete environments, it was enough to draw an experience out of the real valued buffer and use the received state-action pair as query point. This is no longer reasonable for continuous environments, because we are faced with a much bigger state space and want to explore it instead of just interpolate points for which we already know the exact corresponding reward and follow-up state. We needed to adapt this method to work again and to achieve this, we decided to draw the query point in a radius \( r_q \) around the state received from the drawn real example. To simplify this parameter for multidimensional state spaces, we defined it as follows: \( 0 \leq r_q \leq 1 \). As we know the maximum value of each dimension, we can now be able to determine a corresponding radius for each dimension:

\[
r^d_q = r_q \cdot S^d\max, \quad \forall d \in S\dim,
\]

with \( S\dim \) being the dimensionality of the state space. If the state space is defined as infinite for one or more dimensions we can track the maximum discovered value for the appropriate dimension(s) and use this value(s) instead. To follow an on policy variation of the distribution we always use the state-action pair that was recently created by the policy instead of sampling from the buffer. We call the former method Policy Distribution (PD) and the latter Last State (LS). To follow the policy distribution even closer we can choose the action of \( x_q \) according to the actual policy, otherwise we perform an interpolation for every action from the action space.

The associated pseudocode that summarizes the procedure is depicted in Algorithm 1.

5.5 Performant Nearest Neighbour Search

A straightforward approach of finding all relevant neighbours that satisfy the first part of (5) would be an exhaustive search in the real buffer. As this would result in a computation time of \( O(N) \) we were in the need of finding a more efficient solution. We decided to go with the ball-tree structure (Omohundro, 1989) that reduces the computation time to \( O(\log N) \).

As this technique is designed for a static dataset we are forced to rebuild the tree in a fixed interval \( m\) that reduces the computation time to \( O(N) \). to go with the ball-tree structure (Omohundro, 1989) who need of finding a more efficient solution. We decided to go with the ball-tree structure (Omohundro, 1989) that reduces the computation time to \( O(\log N) \).

Algorithm 1: IER for continuous environments.

\[
\text{Initialize } D_{real} \text{ and } D_{inter}
\]
\[
\text{Initialize } \beta, \beta_{max}, \varepsilon \text{ and } m\text{thresh}
\]
\[
\text{Initialize } s_{syn, max}, s_{syn, min}, IER_{size} \text{ and } t_{max}
\]
\[
\beta_{dec} = \frac{\beta}{\beta_{max}}
\]
\[
\text{while } t \text{ not } t_{max} \text{ do}
\]
\[
\text{while } s \text{ is not TERMINAL do}
\]
\[
\text{Store experience } e \text{ in } D
\]
\[
\text{if } |D_{real}| \geq c_{start} \text{ and } s_{syn, min} > 0 \text{ then}
\]
\[
\text{Get } x_q = (s_q, a_q)
\]
\[
\text{from Query Function}
\]
\[
\text{Get } \{e_i \mid d(\bar{x}_i, \bar{x}) \leq m\text{thresh} \wedge e_i = a_q\}
\]
\[
\text{from } D_{real}
\]
\[
\text{Store results in } D_{match}
\]
\[
\text{Compute } \bar{x} \text{ from } IDW(x_q, D_{match})
\]
\[
\text{Create } e_\bar{x} = (s_\bar{x}, a_\bar{x}, r(\bar{x}), r_{\bar{x}, 1}(\bar{x}), r(\bar{x}))
\]
\[
\text{Store } e_\bar{x} \text{ in } D_{inter}
\]
\[
sp = \max[s_{syn, min}, IER_{size} - |D_{real}|]
\]
\[
\text{while } |D_{inter}| > \min\{sp, s_{syn, max}\} \text{ do}
\]
\[
\text{Remove } e \text{ from } D_{inter}
\]
\[
sp = \max[s_{syn, min}, IER_{size} - |D_{real}|]
\]
\[
\text{end while}
\]
\[
\text{end if}
\]
\[
\text{end while}
\]
\[
\beta_s = \beta - \beta_{dec}
\]
\[
\text{Update } e
\]
\[
\begin{align*}
\varepsilon_s &= \min\{mse_{px, msbeta}\}
\end{align*}
\]
\[
\text{end while}
\]

6 EVALUATION

In this section, we introduce the experimental setup and afterwards report on the obtained results followed by a discussion.

6.1 Experimental Setup

6.1.1 Environment

We evaluated our IER approach on the prominent benchmark MountainCar-v0 environment from OpenAI Gym (Brockman and others, 2016). In this problem an agent, the mountain car, starts in between two hills and has to reach the top of the right hill. The
action space covers three actions: (1) move to the left, (2) move to the right and (3) do nothing. As the power of the car on its own is not enough to climb the hill, it has to go as high as possible on one side and use the gathered speed to reach height on the other side. By exploiting this effect the agent is able to finally reach the goal on the right hill. A state is consequently formed out of two parts, (1) the position and (2) the velocity. An episode is over if the agent reaches the goal or a maximum time limit of 200 steps is exceeded. Fig. 5 illustrates the environment.

![Image: A graphical illustration of the MountainCar-v0 environment.](image)

In the version from OpenAI Gym the agent receives a reward of -1 in every step until it reaches the goal and receives a reward of 0 instead. To make the reward function interpolatable, we changed it to the following continuous version found by $^1$:

$$r(s_t, s_{t+1}) = \begin{cases} 200 - t & \text{if } s_{t+1} \text{ is terminal} \\ 100 \cdot [E(s_{t+1}) - E(s_t)] & \text{else,} \end{cases}$$

where

$$E(s) = \frac{\sin(3 \cdot x(s))}{400} + \frac{v(s)^2}{2},$$

with $x(s)$ being the position and $v(s)$ the velocity of the state $s$. This reward function takes the mechanical energy (kinetic + potential energy) into account, gives bigger rewards if the agent builds up speed and height and encourages faster solutions.

### 6.1.2 Hyperparameter

Preliminary experiments revealed a stable hyperparameter configuration as given in Table 1.

### 6.1.3 Experiments

As baseline we used a DQN with vanilla ER and compared it with several configurations of the IER. All experiments were repeated 20 times with random seeds and the average return over 100 episodes was measured alongside the standard deviation. The MountainCar problem is considered to be solved if the agent receives a minimum return of -110 over 100 episodes measured by the original reward function. For the sake of comparability and to make the result interpretable in relation to this criteria, we print the original reward functions results, even if we internally used the reward function presented above. A successful completion of the environment indicates faster learning. The investigated configurations differ in the Query Method (Policy Distribution (PD) and Last State (LS) cf. Section 5.4); and on policy action selection (cf. Section 5.4). A list of all conducted experiments can be found in Table 2.

### Table 1: Overview of hyperparameters applied for the MountainCar-v0 experiment.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>learning rate $\alpha$</td>
<td>0.00015</td>
</tr>
<tr>
<td>discount factor $\gamma$</td>
<td>0.95</td>
</tr>
<tr>
<td>epsilon start</td>
<td>1</td>
</tr>
<tr>
<td>epsilon min</td>
<td>0</td>
</tr>
<tr>
<td>target update frequency $C$</td>
<td>5</td>
</tr>
<tr>
<td>real buffer size $s_r$</td>
<td>50,000</td>
</tr>
<tr>
<td>start learning at size</td>
<td>2,000</td>
</tr>
<tr>
<td>minibatch size</td>
<td>32</td>
</tr>
<tr>
<td>start interpolation $t_{start_inter}$</td>
<td>100</td>
</tr>
<tr>
<td>double</td>
<td>True</td>
</tr>
<tr>
<td>duelling</td>
<td>True</td>
</tr>
<tr>
<td>hidden layer</td>
<td>[50, 200, 400]</td>
</tr>
<tr>
<td>nn search space $n_{choices}$</td>
<td>0,005</td>
</tr>
<tr>
<td>rebuild interval $n_{rebuild}$</td>
<td>2,000</td>
</tr>
<tr>
<td>query radius $r_q$</td>
<td>0,05</td>
</tr>
<tr>
<td>beta start $\beta_{init}$</td>
<td>1</td>
</tr>
<tr>
<td>reduce beta until $M$</td>
<td>1,500</td>
</tr>
<tr>
<td>max size of syn buffer $s_{syn_max}$</td>
<td>50,000</td>
</tr>
<tr>
<td>min size of syn buffer $s_{syn_min}$</td>
<td>20,000</td>
</tr>
</tbody>
</table>

### Table 2: An overview of all 8 conducted experiments and the corresponding configurations.

<table>
<thead>
<tr>
<th>ID</th>
<th>PD/LD</th>
<th>EM</th>
<th>on policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD</td>
<td>PD</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>PD</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>EM</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>EM</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>LS</td>
<td>LS</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>LS</td>
<td>EM</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>LS</td>
<td>EM</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>LS</td>
<td>EM</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

Each configuration was tested against the baseline and the differences have been assessed for statistical significance. A visual inspection of QQ-plots in conjunction with the Shapiro–Wilk (SW) test revealed that no normal distribution can be assumed. Since this criterion could not be confirmed for any of the exper-

---

1https://github.com/msachin93/RL/blob/master/MountainCar/mountain_car.py
Table 3: All conducted experiments and the corresponding statistical results of the hypothesis tests. In the second column $t_{\text{solved}}$ represents the time step when the configuration solved the problem on average. The next column shows the standard deviation in episodes over all repetitions for the time of solving the problem. A lower value of $t_{\text{solved}}$ indicates faster learning and significantly better results are displayed as underlined entries.

<table>
<thead>
<tr>
<th>ID</th>
<th>$t_{\text{solved}}$ ±1SD</th>
<th>SW</th>
<th>MWU</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>1751 ±551 0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>1640 ±773 0.0</td>
<td>0.0</td>
<td>0.0924</td>
</tr>
<tr>
<td>PD op</td>
<td>1403 ±661 0.0</td>
<td>0.0</td>
<td>1.8467e-80</td>
</tr>
<tr>
<td>PD EM</td>
<td>1727 ±814 0.0</td>
<td>0.0</td>
<td>0.0106</td>
</tr>
<tr>
<td>PD EM op</td>
<td>1834 ±864 0.0</td>
<td>0.0</td>
<td>2.9039e-07</td>
</tr>
<tr>
<td>LS</td>
<td>1479 ±697 0.0</td>
<td>0.0</td>
<td>0.0002</td>
</tr>
<tr>
<td>LS op</td>
<td>1618 ±762 0.0</td>
<td>0.0</td>
<td>0.4809</td>
</tr>
<tr>
<td>LS EM</td>
<td>1665 ±784 0.0</td>
<td>0.0</td>
<td>0.0003</td>
</tr>
<tr>
<td>LS EM op</td>
<td>1619 ±763 0.0</td>
<td>0.0</td>
<td>2.1847e-11</td>
</tr>
</tbody>
</table>

As the differences between the IER configurations are not that big, it is difficult to distinguish them and therefore we provide a reduced view of just the baseline and the best configuration in Fig. 7. Here we can observe the same behaviour as described above. The $PD$ op configuration crosses the dotted line at episode 1403 whereas the baseline needs another 348 more episodes. In this reduced visualization we can clearly observe that both curves equal each other in the beginning and then, starting at around episode 300, the IER configuration remains above the baseline.

Fig. 8, Fig. 9 and Fig. 10 show the errors of the reward, the next step and the terminal tag interpolation averaged over all repetitions. The blue points represent the maximum error that occurred in an episode and the red points depict the average error in an episode. The first occurring errors can be spotted at episode 100 which is because interpolation starts not before this point in time (cf. Section 6.1.2). The maximum error of the interpolated error starts to grow, beginning at around episode 200, this is caused by the first time that the problem is solved, here a reward up to 200 is earned. As an interpolated experience lacks the value for elapsed time steps, that is used in our custom reward function, we determine a reward of 200 for every experience that solves the environment.

In fact, the reward, and therefore also the interpolated reward ranges from 0 to 200, dependant of the time step and, following that the speed and height of the query point. We can see that the calculated max errors range in between 40 and 100 for the whole run. The average error on the other side stays below 5 the whole time. If we take a look at the error of the interpolated follow-up states, we can see that the maximum error decreases over time and never grows over a value of 0.012. The average error, also decreasing, never exceeds a value of 0.002. The terminal tag is encoded as a boolean and can therefore be either one or zero. We can observe that in the beginning the max

Figure 6: All conducted experiments.

Figure 7: LS op configuration in comparison with the baseline.
error over all repetitions is close to the maximum but decreases to around 0.1 in the end.

Figure 8: The interpolation error of the rewards.

Figure 9: The interpolation error of the next steps.

Figure 10: The interpolation error of the terminal tag.

A visualization of the different investigated methods for calculating $s_{\text{syn}} \min$ is given in Fig. 11. All $s_{\text{syn}}$ curves decrease to 0 at episode 1500 as determined by the hyperparameter set in Section 6.1.2.

6.3 Interpretation

The results from Fig. 6 and Table 3 show that the majority of the tested configurations perform better than the baseline and can reach the defined goal in less episodes. This shows that our approach works and can assist learners in early learning phases.

The exploration mode functionality did not turn out to be helpful. It performed less effective than the configuration with just the $\beta$ determined min size. Even if this functionality did not prove to be helpful here, it remains an important adjusting mechanism for other environments. Fig. 11 shows that the effect was not too large in our experiments which also is due to a short exploration time.

A clear statement about the effect of the on policy action selection mode turns out to be not that obvious. The best configuration makes use of it and performs better than just the PD querying, but that does not hold for the LS method and in combination with EM it seems to perform better than just the usage of EM for both. The difference between PD and LS might result from the fact that we already try to follow the policy close enough in the case of LS and pushing the interpolations even more into that direction harms the approach rather than helping. On the other hand the PD method follows the policy to a certain extend, but remains with some degrees of freedom which is then limited by the on policy action selection in a way that appears beneficial. The positive effect in combination with EM is expected to be due to the decreased number of interpolations that occur resulting in a maximum size of the synthetic buffer that almost equals the configurations without EM (see Fig. 11).

A closer look at Fig. 7 reveals that the PD op configuration performs very well compared to the base-
Not only is the problem solved considerably faster, but the agent performs also significantly better after episode 300. Considering the interpolation errors from Fig. 8, Fig. 9 and Fig. 10, we can conclude the following: The error of the interpolated follow-up states is quite small and even decreases over time. This indicates a sufficient accuracy here and also that the interpolation benefits from the exploration of the problem space. The reward error on the other hand seems quite high, even if it stays below 50%. One cause (as noted above) lies in the comparison of the different reward functions. As a query point does not include a time step and the internal reward function does require one, we set the $t$ for the interpolation to zero. This has the effect that the calculated expected reward that we use then for the determination of the accuracy is always 200. As it is impossible to reach the goal at time step 0 any interpolation will be assigned an error greater 0. This results in an overestimation of the reward errors for reaching the goal but on the other hand still gives us a good indication of the quality of our interpolations. The other point comes from the fact that we average the reward of neighbouring experiences, causing interpolations of transitions slightly to the left of the goal to be overestimated. However, this effect turns out to be beneficial, because it increases the area in which experiences are rewarded and therefore helps the learner to understand that being near the goal is essential for solving the environment. Another insight is that the average error is way smaller, which indicates that most of the interpolations are quite accurate. The error of the terminal tag seems quite high in the beginning of the training, but this can be explained by the fact that the agent (in early phases) terminates because of the time limit which is dependant of the time step. As $t$ is set to zero for the interpolation (see above) an interpolated experience that copies such a behaviour is always punished by the error calculation. Over time the error decreases and in the end we can achieve a maximum error at around 0.1 which equals errors of the terminal tag in 2 of the 20 repetitions. Overall the mean error is around zero the whole time indicating a good interpolation of the terminal tag in general.

7 SUMMARY AND FUTURE WORK

We presented an extension of the IER method, so far proposed for discrete environments only. Our contribution encompasses the interpolation of follow-up states which makes the IER ready for continuous state spaces. We presented a solution to interpolate state-transitions instead of follow-up states directly. This procedure solves the occurrence of inaccurate results when an interpolation technique is used for an extrapolation task. A small example shows when this happens and why this is reasonable. We introduced several methods to offer the ability of fine-tuning the synthetic buffers size.

An evaluation on the MountainCar environment revealed that the approach works. We conducted numerous experiments which the majority of performed better than the baseline consisting of a DQN with vanilla ER applied. Our best configuration was able to solve the problem about 15% faster (episodes). The introduced exploration mode mechanic did not turn out to be useful, but nevertheless remain a useful mechanism for future investigations.

The presented approach can be used for other environments as well, if the interpolation of reward, follow-up state and terminal tag is sufficiently accurate then it is expected that the results resemble those presented in this paper. The interpolation techniques used here are still relatively simple and there are more complex ones (i.e. radial basis function interpolation (Wright, 2003)) that should be able to interpolate more difficult tasks with bigger state spaces.

We will test the IER for continuous environments on other problems to ratify the obtained results. Such will range from CartPole to even more complex problems like robotic tasks. Even image inputs can be investigated with the presented approach, an interpolation of the feature outputs of the convolutional part of the neural network seems like an idea that should be investigated further. Also other algorithms that utilize an ER will be evaluated with IER. An interesting example is soft actor-critic (Haarnoja et al., 2018).

Another interesting field, that furthermore bears some similarities with the examined area, is the research topic of model-based RL. These kind of algorithms create a model to build up knowledge of the underlying problem which can then be utilized to train a policy. We locate our approach in between model-based and model-free RL methods, as we do not build a complete model but do something similar in combination with model-free RL learners. However, an investigation of the IER approach from the view of model-based RL methods could be beneficial.
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