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Abstract: The use of DL as a driving force for new and next-generation technological innovation plays a vital role in the
success of organisations. Its penetration in almost all domains requires improving the quality of such systems
using quality assurance models. It has been widely explored in DM and SD projects, hence the need to resort
to methodology like KDD, SEMMA and the CRISP-DM. In this way, the reuse of standards and methods to
guarantee the quality of these systems presents itself as an opportunity. In this way, the position paper has
the fundamental objective of giving an idea about the form of a structure that facilitates the application of
quality assurance in DL systems. Creating a framework that enables quality assurance of DL systems involves
adjusting the development process of traditional methods since the challenge lies in the different programming
paradigms and the logical representation of DL software.

1 INTRODUCTION

Organisations frequently change their business re-
quirements due to their needs. Technologies, one of
the components of Information Systems (IS), play an
essential role in changing these requirements.

The use of Deep Learning (DL), as a technique
of Machine Learning (ML), and this one of the areas
of Artificial Intelligence (AI), has presented advances
in solving organisational problems, contributing to
solutions such as intelligent systems, assisted real-
ity, autonomous vehicles, medical diagnostics, and
fundamentally in solutions for Data Mining (DM),
more specifically in Data Science (DS), among oth-
ers. Moreover, for (Ma et al., 2018), the penetration
of DL in almost all domains revolutionises our daily
lives, leading to opportunities for study on how to im-
prove the assurance and quality control of such sys-
tems.

Taking into account the problems associated with
quality assurance (QA) and quality control (QC), to
lead to the success of IS in organisation with forme
states (Delone and McLean, 1992), it was defined as
a central research question for the present work: how
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to guarantee quality in DL system? To answer the
question, that is according to the problem presented,
it has been defined as the objectives of this position
paper to give and make an analysis of some norms
of guaranteeing the quality of systems, as well as to
present and analyse some methodologies of systems
development that use DL.

To meet this objective, we have defined the
methodology for this work as a search for biblio-
graphic references about relevant and current jobs in
information systems, software engineering and com-
puter science, which deal with the theme of quality
assurance in DL systems.

The present position paper comprises four sec-
tions, dismissed as follows. The first section is the In-
troduction, the second section the Study of the Art, the
third will make a General Approach about the quality
assurance standards and some DL systems develop-
ment methodologies, as well as we present our idea
about a quality assurance framework in DL systems.
Finally, we will finish with the fourth section, corre-
sponding to the general Conclusions of this work.
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2 STATE OF ART

The DL technique is beneficial in DM and DS design;
hence to make a study on quality assurance in systems
of the kind, one must present the concepts and a set
of norms and standards for quality assurance of tech-
niques, as well as the development methodologies for
DM and DS design, offered by the industry.

2.1 Software Quality Assurance (SQA)

The concept associated with software quality is often
difficult to present. Still, the same goes through effec-
tive quality management applied to create a valuable
product that provides measurable value for producers’
users, according to (Pressman and Maxim, 2020) and
also referenced by the (Sommerville, 2016). For this
fact to be evidence, it is necessary to make the man-
agement of it.

According to (Institute, 2017), project quality
management is a process that determines quality poli-
cies, objectives and responsibilities to meet the needs
for which it was performed and, supports continuous
improvement activities, goes through a plan. Sys-
tem projects that use DL must also go through the
same phases. Otherwise, they will not meet customer
needs. That is why (Suryn, 2014) stated that quality
had become a critical attribute of software products
because its absence produces financial, material and
sometimes life losses.

Hence (Sommerville, 2016), consider that soft-
ware quality is not simple, and the result of good
project management pass high standards, which in-
volves software engineering methods, management
techniques and software quality control and assurance
actions.

Quality control is one of the essential activities for
management. Its concept relates to a set of activities
designed to assess the quality of a developed product,
according to (Galin, 2018). It ensures that the product
complies with what was stipulated, emphasizing the
result and leaving a gap in the process because it is
only possible to have a final quality product if the pro-
cedure for its development is rigorous as advocated by
(Society, 2014).

To obtain a quality product, you must have a rig-
orous process. To speak of a quality process is to say
of assurance, as a set of activities that define and eval-
uate the suitability of methods, for our case a, soft-
ware, to provide evidence that establishes confidence
that the processes are appropriate and produce prod-
ucts of adequate quality for their intended purposes,
this according to (Society, 2014).

While (Galin, 2018), considers SQA as a set

of systematically planned actions required to pro-
vide adequate confidence that software development
conforms to established functional technical require-
ments and also to the management requirements of
meeting deadlines and operating on a budget.

In this way is that the quality of software, if
present as fundamental for systems considered criti-
cal or that involve DL and help teams to create these
systems that meet the needs of users, this according
to a set of standards planned and systematic actions
required to support this need, such as (Pressman and
Maxim, 2020).

According to (Suryn, 2014), quality has become a
critical attribute of products as its absence produces
financial, health and sometimes life losses. QA in-
volves a set of activities. Therefore, it should be em-
ployed in another set of activities being the software
development process or in the entire development cy-
cle.

Requirements 
assessment

Requirements 
analysis Project Implementation Test Deployment

Software Quality Assurance

Figure 1: The perspective of QA in the IS development cy-
cle adapted from (Suryn, 2014).

Figure 1 is a simple demonstration of what has
been addressed so far about how the quality assurance
process should be represented in the development cy-
cle of a system. Thus we consider quality assurance
to be necessary, as it establishes an infrastructure that
supports sound software engineering methods, project
management, and QC actions, all of which are essen-
tial to building software, according to (Pressman and
Maxim, 2020).

For this, the Plan-Do-Check-Act (PDCA) can
present itself with a fundamental element for the qual-
ity assurance process since the same is a quality man-
agement system, which allows the continuous im-
provement of processes and products through a flow
of activities, used to pay attention and adjust the de-
viations that may occur in the process, as the figure 2
this according to (Isniah et al., 2020).

Software quality has been an approach in system
projects for a long time, but when it comes to DL sys-
tems, it is still a dilemma, according to (Ma et al.,
2018). In this way, we first seek to understand the
norms and standards that make QA possible on sys-
tems.
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Figure 2: PDCA adapted from (Isniah et al., 2020).

2.2 Software Quality Assurance
Standards

Quality standards focus on quality assurance, depend-
ing on the system and concentrate first on accepting
or responding to user needs. Their use of means leads
to some benefits, according to (Galin, 2018) develop-
ment and maintenance, better understanding and mu-
tual coordination between development and mainte-
nance teams.

Still, (Galin, 2018), in the last two decades, there
has been a rapid development of international SQA
standards. This is due to the increased coverage of
related topics, which has led to a greater understand-
ing of the standards and their need. As a result, four
standards have had wide acceptance in the commu-
nity, namely ISO 9000-3, ISO/IEC 12207, ISO/IEC
15504, and CMMI.

2.2.1 ISO 9000-3

The ISO 9000 - 3 arises from other standards such
as ISO 9000, being a series of standards for qual-
ity management, which allows for identifying errors
and streamlining operation, provides a design, devel-
opment, production, installation and services used as
criteria to qualify development organizations for con-
tracts and gives a significant impact to the software
industry (Inoue et al., 1994).

2.2.2 ISO/IEC 15504

ISO/IEC 15504 is a set of standards which propose
models to improve and evaluate processes related to
IS and software products (Patón-Romero et al., 2018),
allowing the improvement of its development process.

2.2.3 CMMI Standard

CMMI provide guidance, facilitating the develop-
ment of solutions by improving your ability to man-
age product or service development, acquisition and
maintenance. It has three categories, CMMI-SVC for
services, CMMI-ACQ for purchase, and CMMI-DEV
for growth, which focus on best practices for devel-
oping quality products/services that meet or exceed
customer expectations (Ayyagari and Atoum, 2019).

2.2.4 ISO/IEC 12207

The standard, ISO/IEC 12207, is a framework that de-
fines a software life cycle process, with well-defined
terms that can be referenced in the software industry
according to (Anwer et al., 2018).

2.3 Comparison of Quality Assurance
Standards

For a better analysis, table 1 was prepared to com-
pare the standards, considering an overview approach,
considering five perspectives: scope, focus, compati-
bility, implementation model, and process.

Table 2 presents the advantages and disadvantages
of quality assurance standards.

An approach has been made to the norms and
standards of quality assurance, and the assumption
of seeking to apply quality assurance to DL systems
should be taken into account. To this end, the follow-
ing sections describe the concepts of DL systems. In
addition, I am trying to understand its scope and way
of development to analyse how its quality should be
guaranteed.

2.4 Quality Assurance in DL Systems

According to (Santhanam et al., 2019), recent ad-
vances in AI using DL techniques have triggered their
large-scale use in a wide range of applications, plus
the current levels of maturity, of using an AI compo-
nent in applications considered critical can have unex-
pected consequences, leading to concerns about their
reliability, repeatability, trustworthiness, and main-
tainability. In this way, we intend to approach the
concepts of employing QA in DL systems.

2.4.1 Deep Learning Systems

DL has emerged as a new research area in ML (Deng
and Yu, 2013), allowing computational models com-
posed of several processing layers to learn data repre-
sentations with various levels of abstraction, making
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Table 1: Comparison of quality assurance standards adapted from (Konttinen, 2016).

ISO 90003 ISO/IEC 15504 CMMI ISO/IEC 12207

Scope General Software develop-
ment process

Software develop-
ment process

Software development
process

Focus Customers and pro-
cesses

Process assessment Business and process
improvement

Framework for soft-
ware life cycle
processes

Compatibility CMMI level 3 compli-
ant

CMMI and ISO
90003 compliant

ISO 15504 compliant

Implementation Full and flexible com-
pliance is required

Flexible continuous
improvement model

Focused, phased and
continuous improve-
ment models

——————

Approach Verification of docu-
mented standards.

Evaluates the project
on capability levels.

Evaluates maturity
levels.

Focuses on pro-
curement, delivery,
operation and mainte-
nance.

Table 2: Advantages and disadvantages of quality assurance standards.

Standards Advantages Disadvantages

ISO 9000-3 Is independent of the life cycle, technology, pro-
cesses and organizational structure.

It is not used as an evaluation criterion in certifi-
cations.

ISO/IEC 15504 Provides a framework for assessment, maintains
the improvement process, assesses risks, and de-
termines capabilities.

It is a more comprehensive model, has its com-
plexity, does not define a precise assessment
method.

CMMI Maturity levels; Process improvement; On-time
delivery; increased customer satisfaction; quality
culture in the programmers.

Overload on documentation, time/effort to imple-
ment, culture changes and does not integrate with
other models.

ISO/IEC 12207 To help organizations understand the components
present in the acquisition and delivery of software
effectively.

It only provides a framework of software pro-
cesses, activities, and tasks that can be identified,
planned, and executed.

information available in traditional and new scopes
and extending key aspects of artificial intelligence
(Lecun et al., 2015).

Thus, it is essential to understand its concept to
study quality assurance in systems of this nature.

According to (Johnson, 2021), DL systems can be
considered as systems that use multi-layered neural
networks to perform learning tasks, including regres-
sion, classification, clustering, and automatic cod-
ing, applying ML techniques that exploit many layers
of non-linear information processing for supervised
or unsupervised feature extraction and transformation
and pattern analysis and classification, following a set
of 5 phases.

The application of these techniques means that DL
systems are highly exploited nowadays. Hence qual-
ity assurance is essential, as they can be classified
as critical systems and require more excellent care in
their use.

This is why (Xiao et al., 2018), consider that the
fundamental characteristics of DL systems involve
feedback-driven exploration, where a user performs a

set of tasks to get the best result for a specific mission
based on a set of characteristics.

These features are associated with models that go
through Convolution Neural Network (CNN), Deep
Belief Networks (DBNs), Recurrent Neural Network
(RNNs) and Self Encoders (AE), where each of these
is used to solve a specific problem, as they can be
trained in a supervised, unsupervised and reinforce-
ment manner.

The characteristic is related to the explanatory
variable, and its extraction involves a set of data that
lacks greater precision. Hence, the DL systems de-
velopment process is very delicate, and this leads us
to look at the DL systems development life cycle, as
presented in figure 3.

1 – Understand the 
problem

2 – Identify 
data

3 – Select deep 
learning algorithms

4 – Training the 
model

5 – Test the 
model

Figure 3: DL process adapted from (Johnson, 2021).
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2.4.2 DL Systems Development Process

According to (Zhang et al., 2019a), (Zhang et al.,
2019b), DL system development adopts a different
programming paradigm and practice from conven-
tional software applications. Hence, software engi-
neering for traditional system development cannot be-
come effective for DL system development.

The figure 4 presents a simple demonstration of
the disparity that exists between the conventional ap-
plication development process and the process used
for the development of DL systems, adapted from
(Simard et al., 2017) and (Amershi et al., 2019), as,
for DL systems, it is presented as some fundamental
data layers and lack training.

1 – Understand the 
problem

2 – Identify 
data

3 – Select deep 
learning algorithms

4 – Training the 
model

5 – Test the 
model

1 – Requirements 
assessment

2 – Requirements 
analysis 3 – Project 4 – Implementation 5 – Test 6 –

Deployment

Traditional software development 
process

DL system development process

Figure 4: Conventional development process vs DL systems
development process.

In this way, it becomes fundamental to make an
in-depth analysis of the same development process
aimed at the quality assurance of DL systems since
it acts on a set of activities that form the same process
since DL systems differ from traditional ones. How-
ever, the difference is visible in different activities.

Quality assurance has long been addressed for
conventional systems. For DL systems, it becomes a
challenge due to problems that can cause misuse and
avoiding normal accidents that technologies some-
times cause. Proof of this are the various works
(Masuda et al., 2018), (Ma et al., 2018), (Nakajima,
2018), (Liu et al., 2019), (Nakajima, 2019), , (Fujii
et al., 2020) that place this area as a challenge for the
scientific community and professionals.

There are some works that make an approach
on DL systems development processes (Amershi
et al., 2019), (Zhang et al., 2020), (Zhang et al.,
2019a), (Zhang et al., 2019b), where they consider
that it, adopts a data-driven programming paradigm
and practice. Hence, doing an analysis on DM/DS
projects (Foroughi and Luksch, 2018) is fundamental
using methodologies.

2.5 Methodologies for Developing DL
Systems

The management of DM and DS projects is a complex
task; hence a methodology is needed, as the develop-

ment process of these projects adopts the methods like
KDD (Fayyad et al., 1996), SEMMA (Olson and De-
len, 2008), and CRISP-DM (Schröer et al., 2021).

2.5.1 Knowledge Discovery in Databases - KDD

It refers to the overall process of knowledge discov-
ery from data, using an extraction process that ap-
plies specific algorithms for extracting patterns from
data (Fayyad et al., 1996). This methodology com-
prises steps for knowledge discovery from the exis-
tence of data, and DM is one of the steps in this pro-
cess (Fávero, 2019).

2.5.2 Sample, Explore, Modify, Model, and
Access - SEMMA

Developed by the SAS Institute (Institute, 2021),
it starts with a statistically representative sample of
data, facilitating the application of exploratory statis-
tics and visualisation techniques to select and trans-
form the most significant predictive variables to the
model, predicts outcomes and assesses the model ac-
curacy, this as stated (Olson and Delen, 2008).

2.5.3 Cross-Industry Standard Process for Data
Mining - CRISP-DM

It is a process model that describes the life cycle of
DS projects, allowing planning, organising, and im-
plementation of a project involving ML or DL. It con-
sists of six phases with arrows indicating the most
important and frequent dependencies between steps
(Wehrstein and Bachmann, 2020).

2.6 Comparison of DL Systems
Development Methodologies

We present a comparison in table 3, taking into ac-
count some attributes of the KDD, SEMMA and
CRISP-DM methodologies, to give a better perspec-
tive on their use in projects involving the develop-
ment of DL systems, more specifically in the area of
DM and DS, taking as a starting point the work of
(Molero-Castillo et al., 2018).

Table 4 gives an overview of the strengths and
limitations and the advantages and disadvantages of
KDD, SEMMA and CRISP-DM methodologies.

By the table 4, it is possible to notice that the
CRISP-DM presents itself better because it allows its
stages can be reversed, facilitating the correction of
possible errors without having to finish the whole cy-
cle this as it affirms (Pyvovar et al., 2019). Still, it
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Table 3: Comparison of KDD, SEMMA and CRISP-DM methodologies adapted from (Molero-Castillo et al., 2018),
(Dåderman and Rosander, 2018).

Description KDD SEMMA CRISP-DM

Purpose Extract hidden knowledge from
data

Guide the implementation of data
mining applications

Create a reliable, incremental
process for delivering value

Strategy Map low-level data to other forms
that may be more compact, more
abstract, or more valuable

Provide an easy to understand the
process, allowing for organised
project development and mainte-
nance

Make software development
lightweight

Phases

———— ———— Business knowledge
Data selection Sample

Data understanding
Data pre-processing Exploration
Data transformation Modification Data preparation

Data mining Model Modelling
Interpretation and Evaluation Evaluation Evaluation

———— ———— Implementation

Table 4: Advantages and disadvantages of the KDD, SEMMA and CRISP-DM methodologies.

Methodologies Advantages Disadvantages

KDD It is iterative (Molero-Castillo et al.,
2018).

It does not describe the tasks and activities that should be per-
formed in each phase (Molero-Castillo et al., 2018). Leaves gap
in interpretation and visualization (Dåderman and Rosander,
2018).

SEMMA It is an iterative process, focuses on
data management and DM model as-
pects, supports user and various DM
techniques (Dåderman and Rosander,
2018)

It does not describe the activities carried out in each phase
(Molero-Castillo et al., 2018). Ignores the evaluation phase of
the work, designed to work with SAS Enterprise (Dåderman
and Rosander, 2018).

CRISP-DM Division of phases, tasks and activities,
iterative, supported on DM techniques
and has documentation (Dåderman and
Rosander, 2018). Stages can be re-
versed, as any problem can be cor-
rected without interfering with the cycle
(Pyvovar et al., 2019)

Does not include control, monitoring, communication, knowl-
edge management or quality, change and team management ac-
tivities, ignores maintenance or updating of models (Michal-
czyk and Scheu, 2020). Lacks some maturity model (Molero-
Castillo et al., 2018). Long and complicated process (Dåderman
and Rosander, 2018). Difficulty in preparing and modelling
streaming data (Kalgotra and Sharda, 2016).

presents with disadvantages the fact of not provid-
ing a sound vision of management on communica-
tion, knowledge and aspects of quality management
as it affirms (Michalczyk and Scheu, 2020). Hence it
is fundamental to our idea.

2.7 Focus on Quality Assurance in DL
Systems

Assuming that a DL system is the application of tech-
niques on a set of data to be trained to learn by itself
through patterns in several layers of processing, their
quality assurance involves applying a set of parame-
ters to the development process of these systems to
have a product that meets customer needs.

Proof said is what they considered (Ma et al.,
2018), where they defined DL systems assurance as

to the accuracy that training data plays in modelling
the learning process and decision logic of systems and
that the same systematic approach lacks quality con-
trol, inspection and evaluation as the same data can be
introduced as malicious.

In our view, quality assurance should be seen
throughout the development process of DL systems to
eliminate possible errors that can already be detected
in the initial phase of the process itself.

3 APPROACH

As we have presented above, the DM and DS project
methodologies are fundamental to the DL system de-
velopment process. Hence, associated with PDCA
may be helpful in the implementation of quality as-
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surance of these systems. In this way, our perspec-
tive on quality assurance of DL systems, based on the
combination of the same, is our focus.

3.1 Quality Assurance Perspective in
DL Systems

Given the various opinions on quality assurance in DL
systems, we present our vision on a proposal to create
a framework that can assist the process of develop-
ing DL systems safely and with excellent quality. Our
concept aims first to define a set of activities that al-
low the development of these systems with quality.

The model devised by us is based on the use of
two tools already proven and widely used in industry
and academia, which is the use of PDCA, applied to
CRISP-DM, giving a framework perspective on qual-
ity assurance in DL system as illustrated by 5, which
presents itself as an opportunity to be used in DM and
DS projects, as is the case of CRISP-ML(Q) (Studer
et al., 2020).

Figure 5: CRISP-DL(Q).

We intend to develop a framework called CRISP-
DL(Q), which will be applied to the development
of DL systems, enabling quality assurance, combin-
ing CRISP-DM and PDCA to overcome the limita-
tions presented by CRISP-DM, which does not in-
clude quality management.

4 CONCLUSIONS

The present position paper approaches SQA and
SQC, where some standards for software develop-
ment process are presented, namely ISO 90 003,
ISO/IEC 15 504, CMMI and ISO/IEC 12 207, their
advantages and disadvantages, as well as a compar-
ison of them. Also, we present the concepts of DL
systems, where one of the most significant applica-
tions is in the development of DM and DS projects,
using methodologies such as KDD, SEMMA and the

CRISP-DM, which were also presented and analysed.
We end the document by presenting a perspective

on our idea about a framework that enables quality
assurance of DL systems, all by the literature. In
this way, the development and implementation of a
quality assurance framework for DL systems, namely
CRISP-DL(Q), presents a challenge for future work
to be developed.
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