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Abstract: According to student needs, learning can be supported and enhanced through structured and personalized instruction. This paper presents an approach to personalized pedagogical recommendations based on the student’s cognitive profile, given by the Revised Approaches to Studying Inventory (RASI). The recommended pedagogical actions follow the hierarchy of Revised Bloom’s Taxonomy. We model the sequencing of pedagogical actions as a multi-objective optimization problem. This problem solution was implemented using a Particle Swarm Optimization (PSO) algorithm. The optimized objectives in this problem are the similarity between the student’s profile and the sequence of actions, and the number of actions appropriate to the student’s profile. Experiments conducted with students in higher education institutions suggest that the proposed approach using PSO presents solutions that are better accepted by students than the randomized pedagogical recommendation.

1 INTRODUCTION

Learning is a continuous and natural process that occurs in both organized situations and everyday activities Huang et al. (2019). According to Brown et al. (2020), teaching and learning is a human effort carried out by people for the benefit of others, and Woolf (2010) argues that learning is more efficient when students are motivated to learn. In addition, Huang et al. (2019) state that learning, when intentional and defined in an institutional context with explicit goals and objectives, is generally supported by structured sequences of instructions designed to support, facilitate or improve learning and performance.

Traditional teaching models are dependent on course content and are teacher-centered; therefore, the teaching strategies are based on the teacher’s understanding of the course. Because classes are heterogeneous, adjustments must be made to the content or pedagogical strategies to help students perform better and reach a different level in the learning process.

The student’s cognitive profile is an example of an attribute that can be considered to make the learning process student-centered. With this type of information, teachers can plan learning activities that are more appropriate for students. Moreover, technology can play a crucial role in developing personalized and individualized learning activities (Huang et al., 2019), which largely determines student satisfaction and teaching efficiency.

Automation of the teaching process in formal learning can collaborate with teaching methodologies that put the student in a more active role in the learning process. Teaching can be customized in intelligent and adaptive virtual platforms by recommending tailored activities to students. This can be done by considering the student’s cognitive profile or preferences to meet individual needs, providing stimuli that guide the student, and allowing everyone to learn in their own time (Sunaga and Carvalho, 2015).

Student performance in Virtual Learning Environments (VLEs) can be improved by recommending teaching strategies customized and individualized. With the support of these environments, it is possible to provide personalized and more appropriate sequences of pedagogical activities for each predominant learning style of students, which is impossible in mass or conventional education (Moran, 2015). The relevance of VLEs leads to the exploration and de-
development of new tools to adapt and respond to the student.

Considering the previous scenario, this work presents a proposal for sequencing pedagogical actions to be recommended to students. The sequencing problem is formulated as a multi-objective optimization problem, and the solution is obtained by a discrete binary approach of the Particle Swarm Optimization (PSO) algorithm. The pedagogical actions are those from Bloom’s Taxonomy, and the student model is the cognitive profile of Revised Approaches to Studying Inventory (RASI). Experiments have been conducted and the results are promising in terms of student satisfaction and sequence quality.

The paper is organized as follows. Section 2 presents previous work that used PSO for pedagogical sequencing. Bloom’s Taxonomy, RASI profiles, the relationships between both theories, and a general view of PSO are described in Section 3. The multi-objective optimization problem for sequencing and the search for a solution by a PSO algorithm are described in Section 4. Experiments and the analysis of the results are presented in Section 5. Section 6 contains the conclusion and further work.

2 RELATED WORKS

Meta-heuristics based on Evolutionary Computing (EC) have been used to cope with pedagogical sequencing since it is a hard problem (Al-Muhaideb and Menai, 2011), especially when it considers some student characteristics to propose an adaptive sequencing. In this sense, Al-Muhaideb and Menai (2011) provide an overview of EC approaches — such as Ant Colony Optimization (ACO), Genetic Algorithm (GA), Parallel Memetic Algorithm, and Particle Swarm Optimization (PSO) — for solving the Curriculum Sequencing problem.

De-Marcos et al. (2009) proposed the automatic sequencing process of learning objects in the e-learning content creation. The sequencing problem was transformed into a constraint satisfaction problem, and two optimization agents were designed, developed, and tested: a discrete PSO and a GA. The results showed that both can solve the problem and PSO implementation outperforms GA.

In Chu et al. (2011), PC\(^2\)PSO was proposed to select appropriate e-learning materials for individual learners in a personalized e-course. In this approach, a binary multi-objective PSO was used, considering four different factors as optimization objectives: the learning concept covered, the difficulty level of the e-learning materials, the total learning time required, and the balance among the weights of the learning concepts.

In Smaili et al. (2020), a solution was proposed to dynamically adapt the content offered in distance learning courses based on student profiles. Student profiles are generated from personal data collected in virtual learning environments, forums and social networks. Starting from the identification of the profiles, a PSO-based approach is used to select activities and recommend them in an order to be followed in the course.

The research conducted by Subiyantoro et al. (2021) proposed a model for recommending learning paths based on the cognitive classification of Revised Bloom’s Taxonomy and an ontology of learning objects. To determine the most appropriate learning path for the student’s cognitive abilities, the Hybrid PSO method was used, which consists of a Binary PSO to represent the cognitive classes and a Discrete PSO to

<table>
<thead>
<tr>
<th>Paper</th>
<th>Metaheuristic algorithms</th>
<th>Student Model</th>
<th>Pedagogical Theories</th>
</tr>
</thead>
<tbody>
<tr>
<td>De-Marcos et al. (2009)</td>
<td>Discrete PSO, GA</td>
<td>Competencies</td>
<td>-</td>
</tr>
<tr>
<td>Chu et al. (2011)</td>
<td>Binary PSO</td>
<td>Ability level, expected learning targets, expected learning time of an e-course</td>
<td>-</td>
</tr>
<tr>
<td>Smaili et al. (2020)</td>
<td>PSO</td>
<td>Objectives, preferences, level of knowledge, learning styles and academic motivations</td>
<td>-</td>
</tr>
<tr>
<td>Subiyantoro et al. (2021)</td>
<td>Hibrid PSO (Binary and Discrete)</td>
<td>Cognitive classes based on BT</td>
<td>BT</td>
</tr>
<tr>
<td>Martins et al. (2021)</td>
<td>AG, Binary PSO, Prey Predator Algorithm, Differential Evolution</td>
<td>Previous knowledge, time availability, learning preferences based on ILS</td>
<td>Learning Style and prior knowledge (ILS), Felder and Silverman Learning Style Model (FSLSM)</td>
</tr>
</tbody>
</table>
represent the learning objects of an ontology.

Martins et al. (2021) presented a procedure for generating synthetic data sets to evaluate approaches used in the Adaptive Curriculum Sequencing problem. The generated datasets were used to investigate the contribution of four metaheuristic techniques: Genetic Algorithms (GA), Particle Swarm Optimization (PSO), Prey Predator Algorithm, and a proposed technique based on Differential Evolution. The individual sequencing approach was modeled as a multi-objective problem using information from the students, the learning materials (difficulty, content, and style), and the course (target concepts).

Table 1 provides an overview of research addressing the pedagogical sequencing problem using metaheuristics.

3 BACKGROUND

In this section, the Revised Approaches to Studying Inventory and Bloom’s Taxonomy theories are introduced and the mapping created between them is presented. Such mapping is the basis for pedagogical sequencing and allows automatic sequencing of pedagogical actions in a way that is independent of the curriculum and takes into account the learning process. In addition, the metaheuristic approach used to determine optimal sequences of actions is described.

3.1 Student’s RASI Profile

An essential requirement for customizing the sequencing of pedagogical actions is the student’s profile. Several student characteristics can be used. In Pireva and Kefalas (2017), learning style and VLE’s metadata were used to provide a personalized learning path for the student. In work proposed by Smaili et al. (2020), learning style and knowledge level were used to provide a course tailored to the student’s needs.

Thus, the student is classified under the surface, strategic or deep dimensions. According to this study, the student classified in the surface category, presents a preference for directing the learning process to the requirements of the evaluation. The student whose category is defined as strategic is motivated by personal satisfaction, that is, he or she prioritizes achieving the best results by means of organized study and optimizing time. On the other hand, the student identified in the deep category directs his study toward challenging teaching activities, that is, that aim at researching the meaning of things.

The RASI establishes a relationship with the BT since each axes presents an evolution in the student’s cognitive profile, from Lower Order Cognitive Skills (LOCS) to Higher-Order Cognitive Skills (HOCs) just as occurs with the educational objectives in the BT. This characteristic led us to decide by using the RASI as a student model to provide the personalization of pedagogical actions based on the BT.

The RASI was developed for use with students in higher education. It is also widely used in several works, such as Entwistle (2018), in which the RASI is one of the dimensions of the Approaches and Study Skills Inventory for Students (ASSIST). Its use can also be seen in Fusilier et al. (2021), whose goal was to identify students’ study approaches to suggest adaptations in the delivery of educational content. The RASI in its original version is composed of 52 objective questions, with answers on a 5-point Likert scale. A short version of the RASI consisting of 18 questions is used in Entwistle and Tait (2013), which was also used in this work since the chance of student engagement and attention when answering this questionnaire may be increased.

3.2 Bloom’s Taxonomy

In Krathwohl (2002), BT was extended by the introduction of a second dimension, defining a two-dimensional BT composed of Cognitive Process Dimension (CPD) and Knowledge Dimension (KD). Then the taxonomy’s educational objectives are placed in a matrix. CPD has six levels (Remember, Understand, Apply, Analyze, Evaluate, Create) and KD into four levels (Factual, Conceptual, Procedural, and Metacognitive). As the flow through these levels follows a hierarchy from LOCS to HOCs, which is also observed in RASI, it is possible to define pedagogical actions from the BT and RASI perspectives.

---

1Likert, R. (1932). A technique for the measurement of attitudes. Archives of psychology.
Thus, we defined 24 pedagogical actions, as shown in Table 2.

Table 2: Pedagogical actions defined according to BT. Source: Adapted from da Costa and Fernandes (2021).

<table>
<thead>
<tr>
<th>KD</th>
<th>FA</th>
<th>CO</th>
<th>PR</th>
<th>ME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remember</td>
<td>A1</td>
<td>A2</td>
<td>A3</td>
<td>A4</td>
</tr>
<tr>
<td>Understand</td>
<td>A5</td>
<td>A6</td>
<td>A7</td>
<td>A8</td>
</tr>
<tr>
<td>Apply</td>
<td>A9</td>
<td>A10</td>
<td>A11</td>
<td>A12</td>
</tr>
<tr>
<td>Analyze</td>
<td>A13</td>
<td>A14</td>
<td>A15</td>
<td>A16</td>
</tr>
<tr>
<td>Evaluate</td>
<td>A17</td>
<td>A18</td>
<td>A19</td>
<td>A20</td>
</tr>
<tr>
<td>Create</td>
<td>A21</td>
<td>A22</td>
<td>A23</td>
<td>A24</td>
</tr>
</tbody>
</table>

Subtitle: FA. Factual; CO. Conceptual; PR. Procedural; ME. Metacognitive; A. Action.

On Table 2, 24 actions are arranged, one for each educational objective of the BT. These actions follow the hierarchy proposed in the BT in which they develop from actions close to LOCS (concrete actions) to actions close to HOCS (abstract actions), in the order A1, A2, ..., A24. Note also that such a hierarchy allows for supplanting actions according to the student’s needs. In this way, a pedagogical sequence would not necessarily contemplate the 24 proposed actions. Thus, there are $2^{24}$ sequencing possibilities, which makes manual customization difficult. In this sense, a contribution of this work is the automation of this process, based on the student’s RASI profile.

For the sequencing of pedagogical actions (educational objectives), as proposed in this work to be possible, it is essential to associate activities with pedagogical actions. Several works structure activities or digital tools to the educational objectives of the BT. In Schrock (2011), for each of the levels of CPD in BT, technologies capable of meeting such requirements are listed. In work proposed by Goštautaitė (2019), digital activities indexed by BT are used to select an optimal set of activities to enhance the learning of a group of students.

In Churches (2010), Bloom’s Digital Taxonomy (BDT) was developed to index digital activities to CPD levels to make the pedagogical recommendation based on BT actions feasible. da Costa and Fernandes (2021) extended this indexing to the KD, making it feasible to use the BDT as support for the recommendation of digital activities from the pedagogical goals structured by the two dimensional BT. In this work, we have chosen to use such a framework because it enables the recommendation from the sequencing of pedagogical actions.

3.3 Relationship between RASI and BT

Both RASI and BT present a hierarchy based on the evolution of the student’s cognitive level from LOCS to HOCS. da Costa and Fernandes (2021) proposed a mapping that establishes this relationship based on this principle. Figure 1 shows the influence of each CPD level on each RASI axis. The framework formulated according to Figure 1 is essential for developing this proposal since it allows comparisons between a sequence of actions based on the BT and the student’s RASI profile. From this, our goal is to find, in an automated way, a sequence of actions that are as close as possible to the student’s needs, considering his/her RASI profile.

3.4 Particle Swarm Optimization

Optimization problems can consider one or more objective functions, which represent the criteria to be optimized (minimized or maximized) and are directly related to the problem to be solved. These functions can be influenced by independent variables that affect the evaluation of the solutions.

An efficient stochastic optimization method is Particle Swarm Optimization (PSO), which is modeled from the emergent social behavior of a birds’ flock. Then, each bird is represented by a particle and as the birds are changing their positions during the flight, the particle position is the information to be considered by PSO and the search process in the solution space
is performed on a swarm of particles. Each particle position is associated with a candidate solution for the optimization problem and its representation is a vector $d$-dimensional where each dimension is a component of the solution.

The particles’ positions are adjusted toward an optimal position (optimal solution) by the influence of their own particle experience (the cognitive component) and by the experience of their neighborhood in the swarm (the social component). These components enable the particles to move toward an optimal solution as they explore the space around the best solution found so far. The PSO algorithm was originally proposed by Kennedy and Eberhart (1995) as a robust approach to the optimization of problems characterized by nonlinearity and nondifferentiability, optimal multiples, and high dimensionality, and according to Kennedy et al. (2001) is highly resistant to being trapped in local optima.

During the optimization process, the PSO maintains a swarm of particles and iteratively updates their positions by adding a new velocity $v_{id}^{t+1}$ to their current position $x_{id}^t$. The update of the position $x_i$ of each particle $i$ in the search space at time $t + 1$ depends on the calculation of the velocity and is given by Eq. 1:

$$x_{id}^{t+1} = x_{id}^t + v_{id}^{t+1} \quad (1)$$

The optimization process is driven by the velocity vector, which reflects the particle’s experiential knowledge and information exchanged with neighboring particles about promising areas in the search space. The particle velocity ($v_i$) update consists of the sum of three main terms and is calculated, by dimension $d$, according to Eq. 2:

$$v_{id}^{t+1} = w v_{id}^t + c_1 r_{1d} |p_{id}^t - x_{id}^t| + c_2 r_{2d} |g_{id}^t - x_{id}^t| \quad (2)$$

The previous velocity $v_i$ represents the memory of the previous direction of the particle and prevents it from drastically changing its direction. This component is weighted by the inertia $w$, which determines how much it affects the new velocity. The cognitive component $c_1 r_{1d} |p_{id}^t - x_{id}^t|$ quantifies the particle’s performance with respect to its previous performance, attracting it back to its personal best position $p_{id}^t$ found since the first-time step. The social component quantifies the particle’s performance with respect to the particles in its neighborhood, resulting in each particle also being attracted to the best position $g_{id}^t$ found so far by that group of particles. The cognitive and social components are weighted by the positive acceleration coefficients $c_1$ and $c_2$ and the random values $r_1$ and $r_2$. The values of $r_1$ and $r_2$ control the stochastic influence of each component on the general velocity of the particles and are obtained for each time step from a uniform distribution $\in [0,1]$.

Since optimization problems with real-valued domains can easily be converted to binary domains (Engelbrecht, 2006), a discrete version was developed by Kennedy and Eberhart (1997) to work in binary search spaces. In this version, the particles represent positions in binary space, where each element of the position vector can take the values 0 and 1 (Engelbrecht, 2006). The position of the particle changes when any bit of the position vector flips its value from one value to another. In this way, the velocity of a particle can be interpreted as the Hamming distance between its previous and its current position.

The binary PSO is a binary decision model calculated as a function of social and personal factors Kennedy et al. (2001). The new velocity $v_{id}^{t+1}$ is defined as the probability that a bit is in one state or the other, and its value represents the probability that the bit value is 1. The previous velocity $v_{id}^t$ measures the predisposition (or current probability) to choose the next bit value 1.

In this probabilistic view, velocity must be normalized to be confined to the interval $[0,1]$. This normalization is achieved by using the sigmoid function presented in Eq. 3. The parameter $V_{max} = \pm 4$ was set to limit the particle velocity to the interval $[-4,4]$ to ensure that there is always the possibility of a bit changing state:

$$\text{sig}(v_{id}^{t+1}) = \frac{1}{1 + e^{-v_{id}^{t+1}}} \quad (3)$$

The normalized velocity is now the probability with the $d$-th bit of position vector will be set to 1. The position $x_{id}^{t+1}$ of the particle is changed stochastically by comparing, at each iteration, the result of $\text{sig}(v_{id}^{t+1})$ with a random number $\rho$ from a uniform distribution $\in [0,1]$, according to Eq. 4. Due to the random number, the new bit position can be changed even if the velocity does not change.

$$x_{id}^{t+1} = \begin{cases} 1, & \text{if } \rho_{id} < \text{sig}(v_{id}^{t+1}) \\ 0, & \text{otherwise} \end{cases} \quad (4)$$

4 PROPOSED METHOD

This section describes the pedagogical sequencing of actions which is formulated as a multi-objective optimization problem since the goal is to recommend a sequence of actions that best fit student’s cognitive profile. As previously mentioned, metaheuristics such as PSO are suitable to a such problem. Hence, the
The vector in Figure 2a is [0.438, 0.484, 0.475], where the value for each axis is Surface = 0.438, Strategic = 0.484, and Deep = 0.475. To illustrate the calculation of the value of each axis, we can take the value for the Surface axis of this sequence, which is the result of the calculation of Equation 6.

\[ R_{\text{RASI}} = \frac{2 \times 0.625}{4} + \frac{2 \times 0.125}{4} + \frac{1 \times 0.000}{4} + \frac{0 \times 0.125}{4} + \frac{0 \times 0.000}{4} + \frac{2 \times 0.125}{4} \]  

Finally, the similarity between the RASI index of the sequence and the RASI profile of the student is given by the Euclidean distance \( D \) between \( R_{\text{RASI}} \) and \( S_{\text{RASI}} \). Note that the Euclidean distance alone is not sufficient to determine whether the sequence is close to the student’s profile with respect to each RASI axis. Then \( P \) adds a penalty to \( F_1(x) \) for each RASI axis that is violated. Assume that the Deep axis is more relevant to the student and the Surface axis is more relevant to the sequence. This relevance is attributed to each axis according to \( w_1 = 1 \) for the least relevant axis, \( w_2 = 2 \) for the intermediate axis, and \( w_3 = 3 \) for the most relevant axis. At each RASI axis where there is a divergence of relevance between the student and the sequence, the corresponding weight is multiplied by 1/6 of the Euclidean distance. Thus, the penalty is at most the Euclidean distance and consequently, \( F_1(x) \) is at most twice the Euclidean distance. If there is no difference in the order of relevance on any of the RASI axes, \( w_1, w_2, \) and \( w_3 \) are set to 0. The objective function \( F_1 \) and the penalty \( P \) are given by Eq. 7 and Eq. 8, respectively.

\[ F_1(x) = D(S_{\text{RASI}}, R_{\text{RASI}}) + P \]  

\[ P = \sum_{i=1}^{3} w_i \frac{D}{6} \]
Through experiments conducted by da Costa and Fernandes (2021), the appropriate number of actions for each predominant RASI profile was defined and it is used in this study as a reference value for the sequence size \( size(x) \), 9 for Surface, 13 for Strategic, and 11 for Deep. Thus, the objective function \( F_2 \) has the task of optimizing the number of activities that make up the sequence, minimizing the difference between the sequence size and the reference value. Eq. 9 defines \( F_2 \).

\[
F_2(x) = \begin{cases} 
\frac{ref - size(x)}{ref-1}, & \text{if } size(x) < ref \\
\frac{size(x) - ref}{24 - ref}, & \text{otherwise}
\end{cases}
\]

We can assume that the problem of sequencing pedagogical actions allows one to find more than one appropriate sequence for a student. Hence, some PSO properties were defined to make this metaheuristic more adherent to the sequencing problem. Then, a best PSO was developed using a ring social network topology, where the information exchange in the social component of the particle is realized with only a small neighborhood (two other particles). Updating the best particle positions is done asynchronously, as this is more suitable for the best PSO.

The recommended sequence is composed of digital activities according to the BDT. Then, for each bit set to 1 in the sequence returned by the PSO, a BDT activity is assigned (see Figure 2b). This attribution was performed according to the mapping presented by da Costa and Fernandes (2021) between BDT and BT. So, in effect, the recommendation is a sequence of digital activities.

5 RESULTS AND DISCUSSION

A total of 979 higher education students at three educational institutions were invited to participate in the experiments. Distance learning and presential course of a Federal Institute of Education, Science and Technology and Distance Learning Center of a Federal University are in Minas Gerais, Brazil. Also, a Federal Institute is in Goiás, Brazil. The experiments took place in the period from May to December 2021.

The experiments were divided into three phases: i) Application of the RASI questionnaire; ii) Sequencing of pedagogical actions; and iii) Recommendation of pedagogical activities. The research participants were divided into two groups: a control group, which received random sequences of activities; and the experimental group, that received sequenced activities through the PSO algorithm.

The student’s participation in each phase was voluntary. In addition, they were informed that the collected data would be anonymized, and that no personal information would be disclosed under any circumstances. Thus, we had 182 participants in Phase i, and of these, 50 participated in Phase iii. In the next subsections, we will discuss the results obtained in the experiments.

The questions asked in the questionnaires of phases i and iii of the experiment are listed in Table 3, and the groups of response options are shown in Table 4.

5.1 Students’ Profiles

We used a free translation of the short version of the RASI questionnaire into Portuguese in Phase i of the experiments. One hundred eighty-two students answered the RASI questionnaire. For each student, the values for the RASI axes were calculated according to the respective answer to the questionnaire. The distribution of the participants’ profiles according to the predominant RASI axis was Surface = 9%, Strategic = 25%, and Deep = 66%.

In addition, 100 of these participants answered a questionnaire stating how much they agreed with the obtained RASI indices. For this, six objective questions with answer options on a 5-point Likert scale were asked, as shown in Figure 3.

![Figure 3: Students’ perception of the indices obtained by the RASI profile.](image3.png)

In Figure 3, Q1 to Q6 questions are intended to know about the students’ agreement with their RASI profile obtained from their questionnaire answers. Q1 to Q3 asked the student if the percentage for Surface, Strategic, and Deep, respectively, should be less or more significant. Q4 to Q6 intended to confirm the answers from Q1 to Q3. It was only asked if the student agreed with the percentual of each axis. Most of the answers for Q1 to Q3 were Higher, Equal, or
Table 3: Questionnaire questions and their answer groups.

<table>
<thead>
<tr>
<th>QUESTION</th>
<th>AG*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1. I consider that the percentage assigned to me on the SURFACE axis should be:</td>
<td>G1</td>
</tr>
<tr>
<td>Q2. I consider that the percentage assigned to me on the STRATEGIC axis should be:</td>
<td>G1</td>
</tr>
<tr>
<td>Q3. I believe that the percentage assigned to me on the DEEP axis should be:</td>
<td>G1</td>
</tr>
<tr>
<td>Q4. I consider that the percentage assigned to me on the SURFACE axis is in line with my learning profile.</td>
<td>G2</td>
</tr>
<tr>
<td>Q5. I consider that the percentage assigned to me on the STRATEGIC axis is in line with my learning profile.</td>
<td>G2</td>
</tr>
<tr>
<td>Q6. I consider that the percentage assigned to me on the DEEP axis is in line with my learning profile.</td>
<td>G2</td>
</tr>
<tr>
<td>Q7. Do you think the number of activities is:</td>
<td>G3</td>
</tr>
<tr>
<td>Q8. The sequence of activities is comfortable to lead you in learning a new content or subject.</td>
<td>G2</td>
</tr>
<tr>
<td>Q9. What is the probability that you will complete all the activities in this sequence?</td>
<td>G4</td>
</tr>
<tr>
<td>Q10. The total number of recommended activities is too many.</td>
<td>G2</td>
</tr>
</tbody>
</table>

* Answer Group

Table 4: Questionnaire answer groups.

<table>
<thead>
<tr>
<th>AN*</th>
<th>G1**</th>
<th>G2**</th>
<th>G3**</th>
<th>G4**</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Much higher (from 7% more)</td>
<td>Agree</td>
<td>Very High (at least 6 more than ideal)</td>
<td>Very High (above 80%)</td>
</tr>
<tr>
<td>A2</td>
<td>Higher (3% to 6% more)</td>
<td>Partially Agree</td>
<td>High (between 3 and 5 more than ideal)</td>
<td>High (between 61% and 80%)</td>
</tr>
<tr>
<td>A3</td>
<td>Equal (up to 2% more or less)</td>
<td>Indifferent</td>
<td>Sufficient (up to 2 more or fewer than ideal)</td>
<td>Moderated (between 41% and 60%)</td>
</tr>
<tr>
<td>A4</td>
<td>Smaller (from 3 to 6% less)</td>
<td>Partially Disagree</td>
<td>Low (between 3 and 5 less than ideal)</td>
<td>Low (between 20% and 40%)</td>
</tr>
<tr>
<td>A5</td>
<td>Much Smaller (from 7% less)</td>
<td>Disagree</td>
<td>Very Low (at least 6 fewer than ideal)</td>
<td>Very Low (below 20%)</td>
</tr>
</tbody>
</table>

* Answer Number; ** Answer Group

Smaller, with a higher concentration on the Equal answer. This result suggests a certain degree of student awareness while taking the RASI questionnaire. The results show that most of the answers from Q4 to Q6 focused on Agree and Partially Agree, confirming the students’ attention to answer the RASI questionnaire and, therefore, the quality of this questionnaire’s answers.

5.2 Sequencing Analysis Regarding the Student’s Profile

The optimization process was performed for the participants of Phase 1 of the experiment. Based on the sequences generated in the process, the distribution of pedagogical actions was observed for each predominant RASI profile according to CPD levels.

Compared to the mapping RASI performed to TB, it can be seen in Figure 4 that the actions for the Surface profile were mostly distributed across the profile’s preference levels, with recommendations for an unexpected level (Evaluate) and no recommendation for the Understand level; for the Strategic profile, no action was recommended for the Create level; and for the Deep profile, all recommendations were distributed across the assigned levels.

Table 5: Relevance of BT levels for each RASI axis.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Strategic</th>
<th>Deep</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>Remember</td>
<td>Analyze</td>
</tr>
<tr>
<td>Moderate</td>
<td>Understand</td>
<td>Evaluate</td>
</tr>
<tr>
<td>Low</td>
<td>Apply</td>
<td>Remember</td>
</tr>
<tr>
<td></td>
<td>Evaluate</td>
<td></td>
</tr>
</tbody>
</table>

In $F_1$, the predominant RASI axis of the student’s profile is used to calculate the penalty. However, the similarity between the sequence and the student’s profile considers all the axes that make up the profile. In this sense, the analysis of the quality of the recommendation distribution can be performed by grouping
Figure 4: Recommended actions by CPD levels for each RASI profile.

Figure 5: Recommended actions by the degree of relevance for each RASI profile.

the CPD levels according to the degree of relevance (High, Moderate, and Low) for each RASI profile. The relevance of the CPD levels for each RASI profile can be seen in Table 5.

Thus, Figure 5 shows the distribution of recommendations by the degree of relevance, the average number of recommended actions, and the reference values for each predominant profile. As can be seen, most of the recommended actions are concentrated at BT levels that are more relevant to the predominant profile, and the average of the number of recommended actions for each predominant profile is equal to the reference values, showing the convergence of the \( F_1 \) and \( F_2 \) functions, respectively.

5.3 Students’ Perception about the Recommended Sequences of Activities

In Phase iii of the experiments, sequenced activities were recommended. Two groups received the pedagogical recommendations generated by different methods. The first group, with 41 participants, was presented with sequences of pedagogical activities generated using the PSO algorithm. The second group, called the control group, with 15 participants, was presented with randomly sequenced activities. Figures 6 and 7 show the students’ perceptions regarding the pedagogical recommendations in each of these groups.

Q7 is related to the students’ perception regarding the number of recommended activities. In Figure 6 (PSO), 7% of the participants consider the number of activities Very High, while in Figure 7 (random), 14% of the participants consider this number Very High. This item is directly related to the quality of the second objective of the PSO algorithm since it seeks to optimize the number of sequenced actions according to the student’s profile. Compared to randomly sequenced activities, the results of Q7 for PSO are better since the percentage of participants who consider the number of activities Very high is lower than the other answers. Also, in the recommendation of randomly sequenced activities, the number of participants who consider the number of activities Very high
is higher. We observe that the PSO algorithm fulfills the requirement of controlling the number of activities. However, a more detailed analysis of the results is necessary to adapt better the reference values of the number of activities for each student profile.

In figures 6 and 7, Q8 is related to the quality of the sequence of activities offered to the student since the student answers how comfortable he considers the pedagogical recommendation to be for learning new content. In Figure 6, 85% of the participants agreed or partially agreed with the statement of Q8 for the PSO algorithm. This result is better than that observed for randomly generated sequencing. This result directly evaluates the first objective of the PSO algorithm since this objective seeks to sequence pedagogical actions compatible with the student’s RASI profile.

The Q9 in figures 6 and 7 mixed evaluate the quality of the recommendation and the number of sequenced activities. Most of the answers (78%) focused on Very High, High, or Moderated for the PSO Algorithm. Again, these results are better than those observed in the recommendation of randomly generated activities. Q10 presents a statement related to the high quantity of recommended activities. In this item, the percentage of Agree is lower for the PSO algorithm than for the randomly generated sequence. While noting the need for adjustments in the number of sequenced actions, these results confirm the effectiveness of the proposed algorithm.

In Figure 8, the results of the satisfaction questionnaire shown in Figure 6 are presented, that is, for the PSO algorithm, but grouped by the predominant RASI axis of the participant. The number of participants per profile was Surface = 5, Strategic = 7, and Deep = 29. Note that the results for the Deep group tend to resemble the results in Figure 6, as there is a significant number of participants with a predominant Deep profile.

Regarding question Q7, there is a lower tendency for participants with Surface and Strategic profiles to consider the number of actions Very High. Also, at this point, the low number of participants with Surface or Strategic profile may explain why this is these groups with the lowest rate of Very High answers. In question Q8, which analyzes how comfortable the students consider the sequence of activities received, we observed that the results were satisfactory, with a positive highlight for Surface and Strategic groups.

In question Q9, students in the Strategic group showed better results regarding the probability of performing all the recommended activities. Thus, we see better performance of the PSO algorithm concerning the quality of the pedagogical recommendation for the Strategic profile. In question Q10, we observe that 10% disagree or partially disagree that the quantity of activities is high for the Deep group. This result may suggest better adequacy of the algorithm to Deep profiles. However, it should be noted that the low number of participants with a Surface or Strategic profile may have distorted the results.

In general, we noticed that grouping the results allows us to better understand the PSO algorithm’s be-
behavior for each profile. In this sense, the proposal of this work satisfactorily meets the need and personalizes personalized pedagogical actions in an automated manner. From this, we understand that in future works, it is necessary to improve the adaption functions ($F_1$ and $F_2$) to provide pedagogical sequences more adjusted to the students’ profiles.

6 CONCLUSIONS

This paper presents an approach to automatically sequencing customized pedagogical actions to the student. Using two cognitive theories, such as the Revised Bloom Taxonomy and the student’s RASI profile, it was possible to sequence actions in an independent way of the curriculum structure, considering the learning process. Using digital activities provided by Bloom’s Digital Taxonomy, a satisfaction experiment was carried out in which sequences of activities were recommended for students from the sequences of actions generated by the PSO.

An important finding of this work concerns the feasibility of personalized pedagogical recommendations through digital activities that consider a student RASI profile. Thus, it was shown that the relationship established between the BT and the RASI is an effective approach to solve this problem. From the results of the experiment, it was concluded that students were satisfied with the quantity and quality of activities recommended by the PSO.

In this sense, the binary PSO developed from the proposed methodology proved to be an efficient approach to solve the sequencing problem. The optimization process was able to find sequences composed of actions that were relevant and in adequate quantity for each student. A limitation in this study is the discrepancy between the predominant profiles of the students who participated in the experiment, which requires a more in-depth statistical analysis of the data obtained. As future works, we intend to feedback the reference values of the optimization objectives from the satisfaction survey results and carry out the integration with a Virtual Learning Environment in order to automate the recommendation process.
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