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Abstract: The recent increase in the number of courses that are delivered in a blended fashion, before the effect of the pandemic has even been considered, has led to a concurrent interest in the question of how appropriate or useful automated assessment can be in such a setting. In this paper, we consider the case of automated short answer grading (ASAG), i.e., the evaluation of student answers that are strictly limited in terms of length using machine learning and in particular deep learning methods. Although ASAG has been studied for over 50 years, it is still one of the most active areas of NLP research as it represents a starting point for the possible consideration of more open ended or conversational answering. The availability of good training data, including inter alia, labelled and domain-specific information is a key challenge for ASAG. This paper reviews deep learning approaches to this question. In particular, deep learning models, dataset curation, and evaluation metrics for ASAG tasks are considered in some detail. Finally, this study considers the development of guidelines for educators to improve the applicability of ASAG research.

1 INTRODUCTION

In blended learning environments the combination of large student cohorts, the demand for more detailed and timely feedback coupled with constraints on teaching resources, means that the effort required to accurately grade student assessments is becoming increasingly challenging. In this paper we consider how the workload associated with the grading process and the provision of meaningful feedback to students can be assisted using Natural Language Processing (NLP). The focus of the work is the automated interpretation of student answers so as to reduce inconsistencies in the allocation of marks and to ensure fairness in the overall result that is awarded. Notwithstanding these challenges, free text response-based assessments are considered to be one of the preferred grading tools due to their effectiveness in terms of verifying skills and tacit knowledge demonstration.

One of the tests for automated grading of assessments is that it must ease the burden on instructors. In Science and Engineering particularly, different types of assessment will require specific grading methods to be applied that follow a strict rubric or grading criteria wherein NLP can be posited as a useful analysis tool. The success of any automation effort relies on the application of a grading technique that is well defined, repeatable and where the availability of training data is such that it will take less time for an Educator to employ an automated technique than to assess student effort manually.

Automated grading of natural human responses by computers was first discussed by Page (Page, 1966). His proposed Project Essay Grade (PEG) system used a variety of different natural language processing methods. The system evaluated essays using various features, including the length of the response, number of words, and parts of speech tags and applied multiple linear regression to predict the score. The PEG system performed surface feature analysis using syntactical similarity measures (Page, 1966). Since then, machine grading of natural

https://orcid.org/0000-0001-5541-7290
https://orcid.org/0000-0002-0767-4302
https://orcid.org/0000-0001-6821-5436
responses has attracted a large cadre of NLP researchers. Thus far, it is fair to say that most progress has been observed on the automatic scoring of short human responses.

As essays and short answers fall under the category of descriptive and free text answers, it is necessary to differentiate between the two, so that efficient and accurate solutions can be found.

A Short answer can be defined as a piece of text fulfilling the following criteria (Burrows et al., 2015):

- A student response for a given question must be in natural language.
- A response length must be limited to between one sentence to one paragraph.
- A student response must demonstrate the external knowledge which they gained from their understanding and is not identified within the question.
- A response grade should be based on objective content quality criteria and not on subjective writing quality considerations.
- Natural language responses should be capable of being clearly restricted based on the syntax of the assigned question.

In Automatic Short Answer Grading (ASAG), for a given question, student answers are compared with a reference answer(s) and a mark is assigned using ML to ease the workload of instructors and TAs (Mohler, Bunescu, & Mihalcea, 2011; Mohler & Mihalcea, 2009). Although automatic short answer grading is by no means new, a relatively clear state of the art has now emerged for effective grading of solutions that use natural language answers. In many initial studies, ASAG has been considered as a classification or regression task in which an answer is either labelled as correct or wrong (classification) and/or assigned a mark (regression). In addition, those studies are largely based on manually created patterns and text similarity algorithms (Mohler et al., 2011; Mohler & Mihalcea, 2009; Sultan et al., 2016). Over the past few years, researchers have started to employ deep learning methods for ASAG due to their proven efficacy in many NLP domains and tasks.

In this paper, we compare a range of deep learning methods used for ASAG, using publicly available datasets that have been widely cited and have compared a variety of ASAG evaluation metrics. In addition to providing a benchmark comparison of existing approaches, we suggest a framework for educators who wish to determine a reliable ASAG assessment strategy for their students in this domain.

2 DATASETS

Most NLP tasks (e.g., text classification, named entity recognition, sentiment analysis) have a number of de-facto standard datasets which are used to benchmark the performance of new methods and techniques for these tasks. However, for the task of ASAG, one of the biggest challenges is the lack of appropriate datasets. In literature, there are some publicly available benchmark datasets which have been used to evaluate the performance of different ASAG systems. In this study we only discussed those datasets which are used to benchmark deep learning-based systems. These datasets are diverse in terms of topics, size, and grading scale. It is observed that some well-known datasets were launched through competitions including the ASAP and SemEval-2013 datasets.

2.1 Mohler’s Dataset

This dataset is based on the assignments of an undergraduate course on data structures at University of Texas and it was released in 2009 (Mohler & Mihalcea, 2009). There are three assignments, seven questions each for the class size of 30 students. Thus, the size of dataset is 630 student answers. These answers are graded by two human instructors independently on the scale of 0-5; 0 indicates the completely wrong answer and 5 indicates correct answer. Fig.1 shows an example from Mohler’s dataset.

![Figure 1: Example from Mohler’s dataset.](image)

In 2011, authors released and extended dataset for ASAG task (Mohler et al., 2011). This extended version contains student answers to 10 assignments and two exam papers. Each assignment consists of four to seven questions and each exam paper consists of 10 questions. There are 81 questions and 20 answers per question which sums up to 1620 question-answer pairs in total. Each answer is graded by two independent markers and average of their...
score is considered as final score. This dataset is publicly available.

2.2 ASAP-SAS Dataset

Automated Student Assessment Prize- Short Answer Scoring corpus was launched by The Hawlett Foundation on Kaggle. It contains responses from 8th grade to 10th grade students and length of responses are less than 50 words. The dataset consists of 10 prompts, one for each question. There are combined 17204 responses which are marked over two scales 0-2 and 0-3. This dataset also contains the marking rubric for each prompt. Fig.2 represents an example form the ASAP dataset.

![Figure 2: Example from ASAP dataset.](image)

2.3 SRA Dataset

This dataset was introduced in 2013 by SemEval (Semantic Evaluation) workshop and contains two subsets: SciEntBank (SEB) and Beetle (Dzikovska et al., 2013). The Beetle dataset consists of almost 3000 student responses to 56 questions recorded during interactions with a dialogue system. The SciEntBank dataset comprises of 10,000 student answers to 56 questions covering 16 science subjects of 3rd to 6th grades. The datasets are labelled in 2-way: Correct, Incorrect, 3-way (See Fig.3): Correct, Contradictory, Incorrect and in 5-way: Correct, Partially Correct, or Incomplete, Contradictory, Irrelevant or Not-In-Domain. The SciEntBank test set consists of three subsets: Unseen Questions (UQ), Unseen Answers (UA) and Unseen Domain (UD). UQ dataset consists of in-domain but unseen questions, UQ dataset contains answers to questions which are present in training dataset, UD consists of questions and answer which are out of domain. Whereas Beetle test set consists of two subsets: Unseen Questions (UQ) and Unseen Answers (UA).

![Figure 3: Example from SRA dataset.](image)

3 EVALUATION METRICS

Based on the design of an ASAG system as a classification or regression model, different evaluation metrics are used. This section provides an overview of commonly used performance metrics used for evaluating ASAG models.

3.1 Pearson’s r Correlation

This is used to measure the correlation between two numerical variables. The values assigned through this method range from -1 to 1, where 1 indicates positive correlation, 0 indicates no correlation and -1 is for negative correlation. It is calculated by eq.1:

\[
 r = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2 \sum_{i=1}^{n}(y_i - \bar{y})^2}}
\]  

(1)

Where for two distributions \(X\) and \(Y\), \(x_i\) and \(y_i\) are the \(i\)th value of distributions and \(\bar{x}\) and \(\bar{y}\) are the mean values for both distributions respectively.

For the task of ASAG, Pearson’s correlation is one of the most popular correlation measures which is used to compare the marks assigned by instructors with predicted marks.

---

1 http://web.eecs.umich.edu/~mihalcea/downloads/ShortAnswerGrading_v1.0.tar.gz
2 https://www.kaggle.com/c/asapsas/leaderboard/public
3.2 Root Mean Square Error

It is another measure to calculate the error value between predicted and observed values. RMSE score is calculated by eq.2:

$$ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_p - x_o)^2} \quad (2) $$

Where $x_p$ is predicted value and $x_o$ is observed value.
For RMSE, lower value indicates better results.

3.3 F1 Score

It is an evaluation metric for classification which combines precision and recall. It is the weighted average of precision and recall and ranges between 1(best) and 0(poor).

$$ F1 = \frac{2 \times (Precision \times Recall)}{(Precision + Recall)} \quad (3) $$

Precision: It is the ratio of the correct predictions made by model to the total predictions:

$$ Precision = \frac{TP}{TP + FP} \quad (4) $$

Recall: It is the ratio of correct predictions made by the model to the actual labels.

$$ Recall = \frac{TP}{TP + FN} \quad (5) $$

Macro-average F1: It calculates average of F1 score per class by eq.6.

$$ Macro-F1 = \frac{1}{N} \sum_{c=1}^{N} (F1 score)_c \quad (6) $$

Micro-average F1: It is the harmonic mean of the precision and recall for each individual class.

$$ Micro-F1 = \frac{2 \times (Micro \ Precision \times Micro \ Recall)}{(Micro \ Precision + Micro \ Recall)} \quad (7) $$

$$ Micro \ Precision = \frac{\sum TP_i}{\sum TP_i + \sum FP_i} \quad (8) $$

$$ Micro \ Recall = \frac{\sum TP_i}{\sum TP_i + \sum FN_i} \quad (9) $$

3.4 Quadratic Weighted Kappa

This is a measure to find the inter-rater agreement for expected and predicted scores and can be calculate by:

$$ k = \frac{p_o - p_e}{1 - p_e} = 1 - \frac{1 - p_o}{1 - p_e} \quad (10) $$

Where, $p_o$ is the observed agreement and $p_e$ is the expected agreement. Its value is 1 for complete agreement when the expected and predicted scores are same and 0 for the complete disagreement.

4 DEEP LEARNING APPROACHES FOR ASAG

For a long time, traditional machine learning approaches were widely used for measuring text similarity and provided promising results in various NLP tasks including Machine translation, text summarization and automatic scoring. Earlier ASAG models used traditional text similarity methods such as corpus-based and string-based similarity measures combined with feature engineering and simple text vectorization methods. Nevertheless, manual generation of features using regular expressions is a time-consuming process and requires domain expertise. Besides, these systems are trained on high dimensional sparse vectors which makes them computationally expensive. Since 2016, Deep learning architectures gained popularity over traditional machine learning approaches for text similarity-based tasks, in particular Automatic Essay Scoring and Automatic Short Answer Grading (Camus & Filighera, 2020; Ghavidel et al., 2020; Gomaa & Fahmy, 2020; Hassan et al., 2018; Kumar et al., 2017; Prabhudesai & Duong, 2019; Saha et al., 2018; Sasi et al., 2020; Sung et al., 2019; Surya et al., 2019; Tulu et al., 2021). Multiple authors also studied word embedding models with deep learning approaches. In this paper, we have categorized the work in this domain into three categories: Early Neural Network-based, Attention based, and Transformer-based ASAG architectures.

4.1 Early Neural Network Approaches

Earlier ASAG systems were based on features engineering while many recent ASAG systems are neural-network-based eliminating the need of feature engineering. In 2017, a novel framework was proposed which combined Siamese bi-LSTM for student and model answers, Earth-Mover distance-based pooling layer for all hidden states, and a support vector output layer for scoring. Additionally, they used task-specific data augmentation for the training process. This model was tested on Mohller’s and SemEval’s dataset and outperformed various baselines (Kumar et al., 2017). In 2017, researchers experimented with neural architectures for ASAG.
task, which were previously used for Automatic Essay Scoring (AES) (Riordan et al., 2017). The experiments were performed on three publicly available datasets: ASAP-SAS, Powergrading (Basu et al., 2013), and SemEval. They investigated multiple research questions through their work: (a) how pretrained embeddings with fine-tuning perform; (b) whether the convolution layer will be able to generate minimum features for ASAG task; (c) is it possible to use smaller hidden layers; (d) the role of bi-directional LSTMs and attention mechanism. According to their findings, a basic neural architecture with tuned pre-trained embeddings and LSTMs is a relatively effective architecture for ASAG. In 2018, a bi-LSTM based deep learning model was proposed utilizing paragraph embeddings for the vector representation of answers (Hassan et al., 2018). In their work, authors investigated multiple word embeddings including Word2Vec, GLoVe, fastText and paragraph embeddings such as Doc2Vec, InferSent and Skip-thought. With word embedding models, they used sum of word vectors to generate paragraph embedding models for student and model answers. However, among all the embedding models, highest Pearson’s correlation score of 0.569 was achieved by the Doc2Vec paragraph embedding model. In 2019, another neural model was developed using Siamese bidirectional LSTM (bi-LSTM) and hand-crafted features (Prabhudesai & Duong, 2019). These features included the length of student response, length ratio of student and model answers, total number of words and unique words in student response. Researchers used GloVe embeddings at the embedding layer and used data augmentation of reference answers in training as novel features of their work. To evaluate the performance, they used Mohler’s dataset. In another study, Saha et al. proposed a joint multi-domain neural architecture (JMD-ASAG) for ASAG (Saha et al., 2019). This architecture is based on bi-LSTMs, generic scorer, and domain specific scorers. The domain adaptation is performed by learning generic and domain specific characteristics using limited task and domain-specific training data. In 2020, another deep learning-based method for automatic short answer grading called Ans2Vec has also been proposed (Gomaa & Fahmy, 2020). This approach has based on Skip-thought vectorization method to convert model and student answers into semantic vectors. The model was tested for Mohler’s dataset, SciEntBank dataset, and Cairo university dataset (Gomaa & Fahmy, 2014). Recently in 2021, one more deep neural network architecture approach was proposed by combining Manhattan LSTMs and SemSpace vectors (Tulu et al., 2021). These vectors were derived from the WordNet database to predict student grades from the ASAG datasets. The system consists of two identical LSTM networks, where each sentence pair of student and model answer is fed to the system as sense vectors and vectorial similarity is calculated by Manhattan distance at output. To evaluate the system performance, they used two datasets: Mohler’s dataset and Cukurova University-NLP (CU-NLP) dataset which was specifically prepared for this study. For experimentation, they prepared separate CSV file for each question containing corresponding student and reference answers. They achieved 0.95 Pearson’s correlation for the majority files.

4.2 Attention-based Approaches

In the Deep Learning domain, greatest achievements in the last decade have been the advent of the attention mechanism. Since its inception, many NLP advances have been made including Transformers such as Google’s BERT (Bidirectional Encoder Representations from Transformers). Attention's main objective is to construct the context vectors required by the decoders by considering all the states of intermediate encoders. In 2019, an attention-based framework was presented which extracts semantic information from student and model answer without the need of feature engineering (Liu et al., 2019). Based on transformer layers and multiway attention mechanism, this model provides enhanced semantic relationship between words in a sentence. This framework was evaluated on K-12 dataset. In their paper, published in 2019, authors (Gong & Yao, 2019) presented another attention-based deep model for ASAG. To learn sentence vector representation of student and model answers, this model utilizes pre-trained word embeddings and BiRNN with LSTM and attention-mechanism. This system is tested on K-12 dataset and achieved 10% increased performance compared to baseline models. Similarly, another attention-based neural architecture was designed for ASAG and evaluated on ASAP-SAS dataset (Xia et al., 2020). In this architecture, researchers combined Google Word Vector (G WV)\(^3\) and attention mechanisms using a BiLSTM neural network. In contrast to several

\(^3\) https://drive.google.com/file/d/0B7XkCwp15KDYNIINUTTlSS21pQmM/edit?usp=sharing
baseline models, this model provides achieved average QWK value of 0.70 for short answer scoring.

4.3 Transformer-based Approaches

In 2017, a novel architecture called Transformers was presented in the paper “Attention Is All You Need” (Vaswani et al., 2017) which also leverages the attention mechanism. Later, in 2018, a new transformer-based language representation model called BERT (Devlin et al., 2018) was introduced. By conditioning on both left and right context simultaneously in all layers, it aims to learn deep bidirectional representations from unlabelled text. Since then, NLP researchers began to investigate its effectiveness in different downstream NLP tasks including ASAG. In 2019, BERT was used to improve the automatic short answer scoring task (Sung et al., 2019). The performance of BERT for ASAG was evaluated using the SciEntBank and Psychology domain datasets from SemEval-2013 and found that pretrained transfer learning models performed 10% better than the classical methods. It was further observed that a model fine-tuned on single domain data was not suitable for other domains, however, a single model can be fine-tuned on multiple domains. In 2020, the above work was extended by analysing different transformer-based architectures such as BERT and its variants on SemEval dataset (Camus & Filighera, 2020). It was observed that models trained on different datasets can be used for ASAG task using the transfer learning approach. In addition, it was discovered that training models using multiple languages can improve their performance. Moreover, transformer-based models demonstrate better performance and generalization capabilities. In another study presented in 2020, multiple data augmentation strategies were combined with BERT for ASAG (Lun et al., 2020). By employing three data augmentation strategies including back translation, correct answer as reference answer and swap content, authors enhanced the sentence representation and further improved the performance of the model with fine-tuned BERT. For the system evaluation they used SemEval dataset. An autoregressive pre-training architecture that uses BERT and XLNET (Extra Long-Network) was proposed in 2020 as another reference answer-based model (Ghavidel et al., 2020). Unlike previously described works, this approach does not utilize any manually crafted features neither use questions for training or as input to the system. The system’s performance was evaluated on SciEntBank dataset provided by SemEval-2013. According to the observations, both models performed similarly by providing semantic relationship between student answer and model answer yet outperformed previous state of the art approaches.

5 DISCUSSION

Most ASAG systems require a ‘deep’ learning model that consists of a number of training layers and incorporating a training phase on a corpus that is sufficiently representative of a broad cross section of good and bad sample answers. There are a variety of factors that will determine a system’s ASAG effectiveness including, inter alia, the efficiency of the system training stage, processing time allowed to infer the final scores, the incorporation of deep layer fine-tuning on specific questions in the training phase, scalability, and the ability to regenerate the results on similar, yet different, datasets (Bonthu et al., 2021). In contrast to conventional feature engineering based ASAG systems, deep learning models have been shown to provide better results in terms of accuracy, semantic similarity, computational cost, and generalizability. From the models reviewed in this study, it is observed that Attention-based and BERT based models outperform alternatives for the ASAG task on Mohler, ASAP-SAS and SRA datasets. Furthermore, recent advancements within the transformer and pre trained language model literature can provide excellent performance in terms of efficacy. For instance, Transfer learning mechanism have been shown to reduce the requirement for broad, yet still domain specific training data and excellent adaptations in relation to generalization have been reported. Based on the results presented in Table 1, it is clear that rudimentary LSTM-based models provided good results using Mohler’s dataset and are computationally efficient. Using a separate training file for each question, it was shown to achieve the highest Pearson score (with this corpus) of 0.94 (Tulu et al., 2021). Conversely, when the system was trained with a single training file that includes all questions, answers, and reference answers, the Pearson correlation reduces markedly to 0.15. Evidently, an extension to a large dataset, with an attendant growth in context training set, causes an ASAG system to train far more slowly and also exhibits a much lower success rate when a large amount of Out-Of-Vocabulary (OOV) words appear
in the dataset. This has clear negative ramifications for the consideration of LSTM methods in this use case. Other models that employ word or sentence embeddings e.g., Gomaa et al. (Gomaa & Fahmy, 2020) have been shown to perform well in this use case. Such approaches, that utilize embeddings of student and reference answers preserve the semantic and syntactic relation among words. In Table 2 it can be seen that an attention-based model outperforms an LSTM using the ASAP-SAS dataset. Moreover, most of the attention-based models that have been evaluated on the K-12 dataset have demonstrated even better results. This provides significant actionable feedback in relation to the curation of data for future blended learning trials. In general, further improvements in performance for the ASAG use case has been achieved using transformer-based models that have been trained and tested on the SemEval dataset and as shown in Table 3. Most of these models have used the fine-tuning of BERT and its variants. The system presented by Lun et al. (Lun et al., 2020) outperformed other state-of-the-art models using a combination of the classical BERT multi-layer deep contextualized language model introduced in 2018, combined with (multiple) training data augmentation strategies. It is pretrained on Wikipedia and a large Book Corpus that learns the contextual relationship between sentences which plays a significant role in text similarity-based task such as ASAG. While most of these systems are capable of producing good results, the generalized performance of these systems is still questionable for the case of completely new student cohorts who may provide answers on new question banks that are significantly different to the (limited) datasets that have been considered in this work.

**Table 1: Performance scores for Mohler’s Dataset.**

<table>
<thead>
<tr>
<th>Model</th>
<th>Approach</th>
<th>Evaluation Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Kasnar, Chakraborti, &amp; Roy, 2017)</td>
<td>Neural Network based</td>
<td>0.649</td>
</tr>
<tr>
<td>(Hassan, A, &amp; El-Ramly, 2018)</td>
<td>Neural Network based</td>
<td>0.569</td>
</tr>
<tr>
<td>(Prajkładasii &amp; Duong, 2019)</td>
<td>Neural Network based</td>
<td>0.655</td>
</tr>
<tr>
<td>(Gomaa &amp; Falzey, 2020)</td>
<td>Neural Network based</td>
<td>0.63</td>
</tr>
<tr>
<td>(Tulio, Ohhaya, &amp; Gomaa, 2021)</td>
<td>Neural Network based</td>
<td>0.949$^*$</td>
</tr>
</tbody>
</table>

**Table 2: Performance scores for ASAP-SAS Dataset.**

<table>
<thead>
<tr>
<th>Model</th>
<th>Approach</th>
<th>Evaluation Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Riordan, Horbach, 2017)</td>
<td>NN</td>
<td>0.743</td>
</tr>
<tr>
<td>Cahill, Zesch, &amp; Lee, 2017</td>
<td>Attention</td>
<td>0.70</td>
</tr>
<tr>
<td>(Xia, Guan, Liu, &amp; Cao, &amp; Luo, 2020)</td>
<td>Based</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3: Performance scores for SemEval’s Dataset.**

<table>
<thead>
<tr>
<th>Model</th>
<th>Approach</th>
<th>Evaluation Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Kasnar et al., 2019)</td>
<td>NN</td>
<td>0.554 0.758</td>
</tr>
<tr>
<td>(Riordan, Horbach, 2017)</td>
<td>NN</td>
<td>0.791</td>
</tr>
<tr>
<td>(Gomaa &amp; Falzey, 2020)</td>
<td>NN</td>
<td>0.58</td>
</tr>
<tr>
<td>(Diamantis, Diakaki, &amp; Malhi, 2019)</td>
<td>Transformer-based</td>
<td>0.720 0.758</td>
</tr>
<tr>
<td>(Carras &amp; Filippa, 2020)</td>
<td>Transformer-based</td>
<td>0.398 0.397 0.397</td>
</tr>
<tr>
<td>(Liu, Zha, Tang, &amp; Yang, 2020)</td>
<td>Transformer-based</td>
<td>0.822 0.826 0.827</td>
</tr>
<tr>
<td>(Chu, 2020)</td>
<td>Transformer-based</td>
<td>0.700 0.723 0.736</td>
</tr>
</tbody>
</table>

6 Future Directions

Through this study, several conclusions have been drawn for the ASAG use case. These observations not only concern the main features of system evaluation, but also consider future research directions which go beyond the ‘nuts and bolts’ issues of datasets, models, and evaluation metrics.

6.1 Datasets

It is observed that currently few and limited datasets are available for the task of ASAG, and those
available datasets cover very a handful of domains such as, science (SemEval) and computer science (Mohler). Also, these datasets are collected from different education levels which limits their generalization potential. Furthermore, depending on the number of times that a course is offered and the number of enrolled students per offering, amount of available data can be limited which could create further problems in training a model. Moreover, most of the online education and distance learning programs are based on university level courses which involve programming and numerical solutions. Therefore, it is important to develop new, domain specific datasets for various levels which cover programming and numerical type data.

6.2 Model Building

In recent years, various state of the art models has been introduced following the introduction of transformer architecture, such as Reformer (Kitaev, Kaiser, & Levskaya, 2020), pre-trained language models such as GPT (Radford et al., 2018) and its variants, BERT (Devlin et al., 2018), XLNET (Yang et al., 2019), T5 (Raffel et al., 2019) and ELECTRA (Clark et al., 2020). The potential of using these models for the task of ASAG should be investigated.

6.3 Perspective of Stakeholders

In an educational environment, multiple entities are affected by the implementation and deployment of ASAG systems. The performance of an ASAG system must meet the expectation of these entities also called stakeholders (Madnani & Cahill, 2018), which involves Students/Test-takers, Teachers/Examiners, Subject-experts, NLP Researchers, and Educational Technology (EdTech) Companies. Assessments and grades significantly impact the future of the students. For instance, when considering matriculation to the next grade level or the achievement of base levels of performance for the completion of a particular learning outcome a floor level or ‘pass’ mark needs to be established. All stakeholders demand reliable and accurate scoring systems. Further, instant student feedback on scores as well as deeper feedback identifying the reasons for the award of marks are now required. For ASAG systems to be adopted they must be trusted by teachers, particularly in the case of formative assessment. Subject experts must assume responsibility for the careful design of possibly fewer rich assessments and scoring rubrics that tightly describe the marking criteria so that automated grading can be deployed successfully. There is a clear trade-off between the rubrics that are necessary for complex open-ended responses, the design time for a (potentially) more limited form of assignment to be graded automatically and the manual assessment of student material. Therefore, clear guidelines need to develop for teachers so that automated methods can be deployed successfully. Additionally, for longer form answers existing benchmark datasets will need to be labelled i.e., graded, typically by two human graders marking the responses and taking the average of both scores as a ‘golden’ score. Hence when considering extensions to ASAG use cases, it is essential to quantify the level of human intervention and accuracy measurements required to deliver acceptable system performance. For NLP engineers, it is important to build tools that will be adopted widely with a minimum of local configuration. The development of a clear roadmap for adopters is critical in this regard.

6.4 Integration of ASAG System with Learning Management Systems (LMS)

Most LMS offered by educational institutions now provide various features such as online discussion forums, study progress tracking, creation of online assessments, and user feedback. Integrating automated grading support integrated within commercial LMSs poses multiple challenges. The integration of new tools into such systems may impose significant extra costs. Moreover, although some of these systems already provide automated assessments these are generally limited to MCQs and filling in tightly constrained blank spaces. Grading of free-text responses is still a significant open challenge in these applications. To address these problems, an open-source LMS such as Moodle, modified to include an ASAG component, is the obvious starting point. How limiting is such a starting point in terms of reducing the available marker of adopters? The consideration of common ethical issues regarding fairness, validity and plagiarism when developing an ASAG system that can be integrated within a standalone LMS also raises liability questions when any mistakes are made.

6.5 Creating a Roadmap for ASAG Tool Deployment

It is necessary for NLP researchers and subject experts to work together to develop custom ASAG systems that incorporate the appropriate features for widescale deployment. An ASAG system should be
user-friendly enough so that instructors from a wide range of technical disciplines feel confident that they can adopt it without the aid of developers. It must be capable of being deployed as a web application or as a tool without an explicit programming support environment. Thirdly, it must be a fast, cost-effective, trustworthy, scalable, and generalizable so that the system keeps pace with technological advances.

7 CONCLUSIONS

In this paper we provide an overview of the recent deep learning-based solutions for the task of Automatic Short Answer Grading and its relevance in the educational setting. We also reviewed available benchmark datasets and evaluation metrics and discussed their major shortcomings. We showed that recently adopted transfer learning and transformer-based models outperform earlier neural network-based models used for ASAG. Nonetheless, the latest transformer-based models such as GPT-2, GPT-3, T5, and XLNET still remain to be explored in this context. In this paper, several possible future directions that can present a barrier to widescale deployment have been identified. The interests of various stakeholders, the need for new dataset curation guidelines and the pressing need for more user-friendly interfaces to enable the adoption of ASAG systems have been highlighted.

REFERENCES


