Communication Support System for Deaf and Hard of Hearing People by Captions Considering Sound Source and Sound Direction
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Abstract: For a deaf and hard of hearing (DHH) visitor to be able to understand all information in a museum, it is necessary to present not only the human voice as captions, but also the sounds in the environment in such a way that the DHH visitor can understand. For this reason, we investigated communication support methods in a way that not only presents speech content as captions but also presents sound information, such as the source and direction of the sound source. In this paper, we examine a case in which the direction of the sound source is indicated by flowing text, and another case where the sound source is indicated not only by text but also by photos and pictograms, using the following two presentation methods: wearable AR glasses and floor projection.

1 INTRODUCTION

Although museums are important places for learning, there are many situations in which there is a lack of information for the deaf and hard of hearing (DHH) (Namatame et al., 2020). These include problems such as the inability to grasp the information that a hearing person would be able to obtain. Therefore, speech recognition and text interpretation systems are widely used to improve communication accessibility and solve such problems (Wakatsuki et al., 2018). Usually, these systems convert only the speech of the nearest speaker into text and display it as a caption without displaying information about other sounds.

However, in real life, there are various sounds other than human speech, such as the sound of an ambulance siren or knock at the door, which are important sources of information. This is also true for museums, aquariums, and zoos. It has been pointed out that sound itself is an important element of the exhibition experience (Orhan, 2019; Shuko, 2003). In museums, there are sounds from speakers and other items that produce sounds, including sounds from other devices (e.g., exhibits), sounds of human activity (talking, footsteps, and work), and sounds of nature (e.g., living things and the wind), which create the unique atmosphere of a museum, such as bustle and silence. Songs and noises made by creatures and objects that can be considered as part of an exhibit and announcements in a museum are essential sounds used to pass information to visitors.

Whereas general visitors can enjoy their museum experience by obtaining information in such a soundscape, DHH visitors have difficulty obtaining information from the surrounding sounds. Even if the results of speech recognition are displayed in a text form, only a small portion of the various sound information, human voices, and sounds can be collected by the microphone. Listening to environmental sounds helps understand the source of the sound and the surrounding situation (Gaver, 1993), and it is desirable to have a communication support system that can present sound information, including the source and direction of the sound source.

In this study, to provide information accessibility suitable for DHH visitors in museums, we examine how to present sound information that includes sound information, such as the source and direction of the sound source. For this purpose, we will analyze a case in which the method of presenting text was modified, and another case in which not only text but also photographs or pictograms representing sound sources were added.
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2 RELATED STUDIES

Studies on DHH individuals listening to environmental sounds suggest that they use a strategy of visually searching for sound sources in the background information, and it is believed that it is necessary to capture background information using visual information (Tabaru et al., 2011). Studies on listening comprehension with hearing aids and cochlear implants have reported that even cochlear implant users have difficulty distinguishing fine categories of sounds (Inverso and Limb, 2010). A system for learning environmental sounds on a PC was developed (Kato et al., 2018; Shafiro et al., 2015), and it has been found that learning environmental sounds is effective in recognizing sound sources.

A system that automatically recognizes various surrounding sounds and notifies the hearing impaired is also being considered (Matthews et al., 2006; Goodman et al., 2020; Flinlater et al., 2019). Experiments on peripheral visual displays used to all deaf people to maintain awareness of nonspeech sounds in the environment showed that participants confirmed the importance of sound information notifications and sought information on location, volume, and sound identity. When a smartwatch was used to provide sound feedback to a deaf person using a combination of visual and tactile feedback, positive responses to sound identity, sound direction, and volume were obtained. Particularly when the sound in the environment was complex, all DHH persons who participated in the experiment wanted their feedback to be filtered. In other words, it is necessary to know what the sound is, including its direction, for the required interpretation.

To identify and visualize a sound source, a method for presenting the sound source on an HMD was proposed (Guo et al., 2020). Although such a method is extremely easy to understand when the sound source is within the field of view, it has problems in displaying the sound source when it is outside the field of view.

At present, captions are most widely used as a method of communication support. Therefore, in situations in which captions are used, the sound source and its direction are also expected to be displayed in combination with captions. In this paper, we examine how to present not only human voices as captions, but also present sounds in the environment in a way that DHH visitors can understand.

<table>
<thead>
<tr>
<th>Table 1: Conditions of the experimental video (presentation method and information presented).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Presentation Method</strong></td>
</tr>
<tr>
<td>Stationary</td>
</tr>
<tr>
<td>Text</td>
</tr>
<tr>
<td>Text and photo</td>
</tr>
<tr>
<td>Text and pictogram</td>
</tr>
</tbody>
</table>

* Condition A is the caption presented at the bottom of the screen in the conventional method.

3 EXPERIMENT 1: COMPARISON OF PRESENTATION CONTENTS

3.1 Method of Experiment 1

To determine how to present captions such that the content and direction of the sound source are understood, experiments were conducted to determine the effectiveness of the method used to present the sound from the direction of the sound source as well as the effectiveness of using non-text to present the information.

We prepared the following three of presentation methods.

**Stationary:** Captions are displayed in a stationary state.

**Flow and then Stop:** The captions move from the direction of the sound source and then stop.

**Flow:** Captions move from the direction of the sound source and pass by the viewer.

In addition, the following three types of information were prepared for presentation.

**Text:** Text only is presented.

**Text and Photo:** Text and photographs are presented.

**Text and Pictograms:** Text and pictograms are presented.

We prepared a total of 10 types of videos, including 9 types (Table 1) created by combining the 3 methods of presentation and the 3 types of information presented above. We then created a video by presenting static captions at the bottom of the screen, which is the conventional caption presentation method. The captions we created represent four types of sounds (the buzz of cicadas, frog calls, songs of Japanese bush warblers, and human speech) coming from various directions. Figure 1 shows examples of pictograms used in the experiment, and Figure 2 shows an image of a display with flowing text and a pictogram. In Japanese, the sounds of cicadas, frogs, and other
creatures are represented by onomatopoeic words. These videos were presented to 12 DHH participants in their 20s, and they answered a corresponding questionnaire. The videos were presented on the monitor, and the order of viewing the captioned videos was determined using random numbers to avoid bias in the presentation method and the information presented.

Figure 1: Examples of pictograms used in the experiment.

Figure 2: Image of display with flowing text and a pictogram. Red arrows indicate the direction of flow.

3.2 Experiment Results

In Experiment 1, the mean and standard deviation of the rating values (6 levels, 1 = strongly disagree, 6 = strongly agree) for the question “Was it easy to read?” are shown in Figure 3.

Figure 3: Questionnaire results for “Was it easy to read?”.

Figure 4: Questionnaire results for “Was the direction of the sound source easy to understand?”.

Figure 5: Questionnaire results for “Was it easy to recognize the sound identity?”.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Stationary</th>
<th>Flow and then stop</th>
<th>Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text</td>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>Text and pictogram</td>
<td>D</td>
<td>E</td>
<td>F</td>
</tr>
</tbody>
</table>

* Condition G is the caption presented at the bottom of the screen for the conventional method.

The ANOVA analysis showed a significant difference in Factor 1 (methods of presentation); therefore, the Bonferroni method was used as a sub-test. The readability of Flow and then stop method did not differ from that of conventional captions. By contrast, the Flow method was rated significantly lower (p < 0.05).

Figure 4 shows the mean and standard deviation of the evaluation values (6 levels) for the question “Was the direction of the sound source easy to understand?” The presentation method in which captions flow from off-screen and stop at a certain position (Flow and then stop) or a method of presentation in which captions flow from off-screen to off-screen and disappear (Flow) was rated...
significantly higher than conventional captions \( (p < 0.05) \). In other words, the Flow and then stop or Flow method is considered easier for understanding the direction of the sound source compared to conventional captions.

Figure 5 shows the results of the questionnaire for “Was it easy to recognize the sound identity?” In the case of the Flow and then stop captions, the sound identity was easier to recognize with the text + photo \( (F) \) or the text + pictogram \( (G) \) than with the text only \( (E) \) \( (p < 0.05) \).

### 4 EXPERIMENT 2: COMPARISON OF PRESENTATION DEVICES

#### 4.1 Method of Experiment 2

To study the presentation devices used to convey the sound source clearly, we conducted an experiment to compare AR glasses with a projector that projects on the floor. Because no difference was found between photos and pictograms in Experiment 1, only text and pictograms were used to present information in this experiment.

From the four types of sounds from cicadas, frogs, Japanese bush warblers, and announcements, seven types of videos were prepared, including six created by combining three presentation methods and two types of information presentation (Table 2), one of which was created using the conventional caption posting method.

These videos were presented to DHH participants using a floor projector and AR glasses (Epson MOVERIO BT-30E), and they were asked to answer a questionnaire each time. The projection size of the projector was 150 in, and the projection size of the AR glasses was 40 in at a distance of 2.5 m, as shown in Figure 6.

#### 4.2 Experiment Results

Figures 7 and 8 show the mean and standard deviation of the evaluation values (six levels) for projector and AR glasses, respectively. As a result of ANOVA, a difference was found in Factor 1 (presentation method); therefore, the Bonferroni method was used as a subtest. For both the projector and AR glasses, the presentation method in which the captions Flow and then stop or simply Flow had significantly higher ratings than the traditional captions \( (p < 0.05) \).
The mean and standard deviation of the evaluation values (7 levels, 7 = very fast, 4 = appropriate, 1 = very slow) for the question “Was the speed of the text flowing through the projector appropriate?” are shown in Figure 9. Compared with the presentation method Flow and then stop, the presentation method Flow was found to be significantly faster (p < 0.05).

5 DISCUSSION

From the results of Experiment 1, we found that the two methods Flow and then stop and Flow, in which the captions moved from the direction of the sound source, were better than the conventional captions in terms of clarity of the sound source direction. From the results of the questionnaire on readability, it was found that the method in which the captions moved from the direction of the sound source and passed directly outside the screen (Flow) is more difficult to read than conventional captions. In other words, a method in which the captions move from the direction of the sound source and stop (Flow and then stop) is considered effective and easy to understand and read. However, a more detailed analysis is needed, such as differences in the sound content and number of captions.

In Experiment 2, the direction of the sound source was easy to find, even when using a floor projector or AR glasses.

However, in the presentation method in which the captions moved and flowed as they were on the projector, it was found that the speed of the captions needed to be adjusted.

Here, we compare the cases in which AR glasses and a projector are used in a museum. With AR glasses, the relative direction of the sound source changes depending on the orientation of the individual’s face. It is therefore necessary to detect the direction of the sound in real time with a small device. It is also necessary to consider how the information is displayed. However, when the floor projector is installed in the museum, the direction of the sound can be easily identified, and the relative direction of the sound source can be fixed as long as the source does not move. In addition, in a complex sound environment with various sounds, if a lot of information is to be displayed simultaneously, the AR glasses may block the field of view. In contrast, with a floor projector, the field of view of the user is maintained, and the sound information can be checked when needed. However, because it is expected to be difficult to discriminate text information in peripheral vision, actual experiments in a complex sound environment are needed.

6 CONCLUSION

To provide appropriate information for DHH visitors in a museum, we studied how to provide information that includes sound information, such as the sound source and its direction. As a result of the experiment, we found that the presentation method in which the captions flow from the direction of the sound source and stop at a certain position is effective in determining the direction of the sound source, regardless of the device. In addition to text, information such as pictograms was also effective.

Experiments presented on AR glasses and a floor projector also showed that the proposed method for displaying captions contributed to the clarity of the direction of the sound source. In the case of a floor projection with a projector, the captions flowing from the direction of the sound source to the outside of the screen were said to be displayed “too fast,” and the speed had to be examined. Previous studies have shown that large displays are preferred indoors for non-speech notifications (Matthews et al, 2016), and the floor projection method using a projector is considered to be one of the most effective methods for application in a museum because of its ease in identifying the sound direction and convenience of use.

It is expected that the amount of sound information displayed and the length of the captions will also affect the evaluation. Therefore, we would like to further study ways to present captions with high readability such that the sound source and its direction can be identified.

ACKNOWLEDGEMENTS

This work was supported by JSPS KAKENHI Grant Numbers JP18H03660.
REFERENCES


