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Abstract: Sentiment analysis (SA) is the automatic process of understanding people’s feelings or beliefs expressed in
texts such as emotions, opinions, attitudes, appraisals and others. The main task is to identify the polarity level
(positive, neutral or negative) of a given text. This task has been the subject of several research competitions
in many languages, for instance, English, Spanish and Arabic. However, developing a multilingual sentiment
analysis method remains a challenge. In this paper, we propose a new approach, called BPA, based on BiLSTM
neural networks, pooling operations and attention mechanism, which is able to automatically classify the
polarity level of a text. We evaluated the BPA approach using five different data sets in three distinct languages:
English, Spanish and Portuguese. Experimental results evidence the suitability of the proposed approach to
multilingual and domain-independent polarity classification. BPA’s best results achieved an accuracy of 0.901,
0.865 and 0.923 for English, Spanish and Portuguese, respectively.

1 INTRODUCTION

Sentiment analysis (SA), also known as opinion min-
ing, is the automatic process of understanding peo-
ple’s feelings in written text. Its primary task is to
determine the polarity level (positive, neutral or nega-
tive) of a text. Recently, sentiment analysis expanded
this task in order to identify the emotional status of
a sentence, e.g., sadness, excitement, joy, anger, and
whether a text is humorous or not.

Every day, many positive and negative comments
are shared on the Internet. These comments are
present in product reviews, social media posts and
survey responses. The impact of these comments on
the economy is real. In this context, organizations
and enterprises can take advantage and extract knowl-
edge from their customer’s opinions about their prod-
ucts and services, improving their marketing strate-
gies and decision policies. The goal of text sentiment
classification is to automatically determine whether a
comment’s sentiment polarity is negative, positive or
neutral. This problem, also called polarity prediction
task, has been subject of several international research
challenges, such as SemEval, TASS and IberEval, and
it is present in many languages, e.g., English, Spanish
and Arabic. Nevertheless, developing a multilingual
sentiment analysis method remains a challenge.

In this paper, we propose a new approach, called
BPA, based on BiLSTM neural networks, pooling op-

erations and attention mechanism in order to clas-
sify the polarity level of a text in an automatic man-
ner. We evaluated the BPA approach using five data
sets in three different languages: English (SST-2 and
SemEval 2017 Subtask A data sets), Spanish (TASS
2017 Task 1 General Corpus and CCMD-ES data set)
and Portuguese (CCMD-PT data set).

Experimental results evince the suitability of
the BPA approach to multilingual and domain-
independent polarity classification. BPA’s best re-
sults achieved an accuracy of 0.901 (SST-2 data set),
0.865 (CCMD-ES data set) and 0.923 (CCMD-PT)
for English, Spanish and Portuguese, respectively. It
is important to highlight that BPA outperformed the
SemEval 2017 Subtask A competition winner model
(DataStories System) in terms of accuracy, F1-Score
(Macro) and Recall. Using this data set, BPA ob-
tained an accuracy of 0.659, an F1-Score of 0.682 and
a Recall of 0.682, while DataStories System obtained
an accuracy of 0.6515, an F1-Score of 0.6772 and
a Recall of 0.6811. For TASS 2017 Task 1 General
Corpus data set, BPA approach had a similar perfor-
mance to the competition winner model (INGEOTE-
Cevodag 003 System). BPA obtained an accuracy of
0.791, an F1-Score (Macro) of 0.576. The winner of
the competition achieved an accuracy of 0.645 and
F1-Score (Macro) of 0.577.

The remainder of this paper is organized as fol-
lows: Section 2 presents the related work. Section 3
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presents the proposed approach for multilingual and
domain-independent polarity classification. Section 4
discusses the results of performed case study. Finally,
Section 5 concludes this paper.

2 RELATED WORK

In (Bonadiman et al., 2017), the authors have studied
the use of neural networks for the Sentiment Anal-
ysis of Twitter text associated with a real applica-
tion scenario. They modified the network architec-
ture by applying a recurrent pooling layer enabling
the learning of longer dependencies between words
in tweets. The recurrent pooling layer makes the net-
work more robust to unbalanced data distribution.The
results showed that the proposed approach worked
well for both English and Italian languages.

In (Jianqiang et al., 2018), the authors used a
depth convolution neural network for sentiment clas-
sification on tweets. First, the proposed method cre-
ates global vectors for word representation by un-
supervised learning on large Twitter corpora. Next,
these word embeddings are combined with n-grams
features and word sentiment polarity score features to
form a sentiment feature set of tweets. Finally, the
feature set is integrated into a deep convolution neu-
ral network. They reported their experimental results
in five data sets.

Laerte et al. (Letarte et al., 2018) introduced the
Self-Attention Network (SANet), a flexible and inter-
pretable architecture for text classification. The au-
thors showed that gains obtained by self-attention are
task-dependent. Experiments on sentiment analysis
tasks showed an improvement of around 2% when us-
ing self-attention compared to a baseline without at-
tention. Experiments on topic classification showed
no gain.

In (Graff et al., 2018), the authors proposed
EvoMSA, a multilingual and domain-independent
sentiment analysis system. EvoMSA is a classifier,
based on Genetic Programming that works by com-
bining the output of different text classifiers to pro-
duce the final prediction. Furthermore, it is worth to
mention that EvoMSA was developed using Python
and is available as open-source software.

In (Sarlis and Maglogiannis, 2020), the authors
evaluated several algorithms on various sentiment-
labeled data sets, creating two vector space models.
The goal was to obtain the model with the highest ac-
curacy and the best generalization. To measure how
well these models generalize in other domains, sev-
eral data sets were used.

Cai et al. (Cai et al., 2020) proposed a series of
progressively enhanced multi-task models for senti-
ment analysis, where each model is an enhanced ver-
sion of the former and the last model is the best. By
combining a pooling layer and a bidirectional RNN,
the model could comprehensively extract semantic
text information. In addition, the attention mecha-
nism linking the task-specific layer and the shared
layer empowers the model to intelligently select ef-
fective features from the shared layer. These new fea-
tures allowed the authors to better conduct sentiment
analysis tasks, particularly on small data sets.

In (Araújo et al., 2020), the authors evaluated
16 methods for sentence-level sentiment analysis
proposed for English, and compared them with 3
language-specific methods. Based on 14 data sets,
they provide an extensive quantitative analysis of ex-
isting multilingual approaches. The results suggested
that simply translating the input text in a specific lan-
guage to English and then using one of the existing
best methods developed for English can be better than
the existing language-specific approach evaluated.

Chen et al. (Chen et al., 2018) proposed a deep
neural network model combining convolutional neu-
ral network and regional long short-term memory
(CNN-RLSTM) for the task of sentiment analysis.
The proposed approach reduces the training time of
neural network model through a regional LSTM and
uses a sentence-level CNN to extract sentiment fea-
tures of the whole sentence. Experiments showed that
the proposed approach presented better performance
than SVM and several other neural network models.

In (Guo et al., 2018), the authors introduced
PERSEUS – a personalized framework for sentiment
categorization on user-related data. The proposed
framework provides a deeper understanding of user
behavior in determining the sentiment orientation.
The proposed framework explores a recurrent neural
network with long short-term memory to leverage the
assumptions. Experiments showed the effectiveness
of the components used in PERSEUS.

3 THE PROPOSED APPROACH
TO POLARITY
CLASSIFICATION

In this section we will describe a new approach, called
BPA, based on BiLSTM neural networks, pooling op-
erations and attention mechanism in order to classify
the polarity level of a text in an automatic manner.
First, we will present the BPA architecture. Next, we
will show a framework to apply the BPA approach.
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3.1 BPA Architecture

The BPA approach uses different kinds of neural net-
works and some advanced techniques, such as BiL-
STMs, BERT Embeddings and Pooling layers. The
main idea is to gather different approaches to address
several challenges and to classify short instant mes-
sages into three different classes (positive, negative
and neutral). The BPA architecture has several lay-
ers, which are depicted in Figure 1. The first layer is
the BERT representation model. The BERT (Devlin
et al., 2018) layer works like an embedding compo-
nent. The last hidden state of the BERT layer acts as
a word vector, representing the input sentence. This
vector is the input of a bidirectional LSTM. In this
way, we model the correlation between the words in
the input sentence, in both directions, forward and
backward. We stacked two BiLSTMs so that the com-
plexity of our model is greater and, consequently,
allowing the sentences to be represented with more
complex patterns, making the model have a greater
variety of these patterns to be able to distinguish the
sentiment presented in the sentence. Next, we per-
form the max pooling and the average pooling oper-
ations. The pooling results are concatenated together
with the last hidden state of the BiLSTM. The result-
ing value is the input of a linear layer. The rationale
under the use of these pooling operations is that the
most (maximum value) and the less (average value)
important BiLSTM’s outputs will be provided to the
model together with the output of the last layer of the
BiLSTM, allowing the model to be able to distinguish
the sentiment of the sentences based on more specific
outputs. In other words, the model will receive the
value corresponding to the word that has the most sig-
nificant impact on the sentence sentiment (maximum
value) and two values representing the word context
(average value and the result of the last hidden layer).

3.2 BPA Framework

The BPA approach comprises an architecture and an
usage framework. Figure 2 shows how the BPA
framework is structured. The BPA framework has two
main phases: Data Processing and Sentiment Analy-
sis. We will describe each one of these phases next.

3.2.1 Data Processing

This phase handles all the data processing steps since
the corpus labeling until the application of data aug-
mentation techniques (if it is necessary). Next we will
describe each one of these steps.

BERT Embedding

BiLSTM

BiLSTM

Linear

Linear

Concat

Max Pooling Average Pooling Last State

Batch Normalization

Dropout

Figure 1: The BPA architecture.

Data Labeling. When the data is not labeled, this
step is mandatory. Some online services are avail-
able for data annotation, including sentiment analysis
labeling. However, the data annotator must follow a
well-written and strict labeling guideline to avoid pre-
dictive models with poor performance. This guideline
must provide accurate, simple and straightforward in-
formation to guide the data annotator through the la-
beling process. Following a guideline will make the
data labeling process reliable and less error-prone.

Labeling Revision. Even with a well-written and
strict guideline, labeling disagreements will emerge if
more than one person labels the corpus. There are dif-
ferent ways to deal with the disagreements, depending
on how the labeling process was performed. An in-
teresting approach is to ask each annotator to review
all messages labeled by other annotators. In case of
labeling disagreements, ask the annotators to discuss
the suitable label for the message. Sometimes it is
necessary to update the labeling guideline to assess
recurrent issues. Solving the labeling disagreement
problem by revising the corpus helps the classifier
avoid missing predictions due to labeling errors.
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Figure 2: An overview of the proposed BPA framework.

Data Augmentation. Another common issue in
real-world applications is the class imbalance. There
are several techniques to assess this problem, but we
need to be cautious in the sentiment analysis con-
text because some techniques’ results may completely
change a message’s context. When working on the
sentiment analysis task and the data set is imbalanced
or do not have enough instances, some of these data
augmentation techniques can be applied:

• Deleting random words or swapping words ran-
domly (Wei and Zou, 2019). This technique is
called “Easy Data Augmentation” (EDA).

• Masking a random word in the message and us-
ing BERT predictions for contextual augmenta-
tion(Wu et al., 2018).

• Replacing words by their synonyms.

If the classes are balanced, there is no need to per-
form these augmentation techniques. Then, we can
go to the next phase of the BPA framework, which is
called sentiment analysis. It is essential to highlight
that sometimes it is interesting to build a predictive
model and evaluate it with both data sets: the origi-
nal imbalanced data set and the balanced data set ob-
tained with the data augmentation techniques. This
strategy can be used to check if the model is robust
enough to deal with the data imbalance problem.

Data Augmentation Revision. Depending on the
text data augmentation technique, we need to revise
its outputs since the new data may have a completely
distinct context. For this reason, we need to revise the
outputs of the data augmentation step. However, there
is no need to revise the EDA outputs since this tech-
nique conserve the label of the original sentence (Wei
and Zou, 2019).

3.2.2 Sentiment Analysis

This phase aims to build a predictive model to classify
a text’s polarity level automatically. More precisely,
the model will classify short instant messages into
three different classes (positive, negative and neutral).

Train Baseline Model. A baseline is a machine
learning model that is simple to set up and has a rea-
sonable chance of providing acceptable results. So,
building a baseline model is usually quick and low
cost. When starting on a project, the first priority is
learning about what potentially unforeseen challenges
will stand in the way. So, the baseline will probably
not be the best-evaluated model in the project. How-
ever, it allows us to obtain initial results very quickly
while wasting minimal time. In this context, we will
use the original (and probably unbalanced) data set to
create the baseline model. Moreover, we will initial-
ize the baseline model with the default hyperparam-
eters. After evaluating the baseline model, we can
explore more complex models to perform better.

Search Optimal Hyperparameters with Bayes Op-
timization. One of the most costly steps in develop-
ing a classifier is finding the optimal values for hyper-
parameters. There are several methods to optimize the
values of the hyperparameters, such as Grid Search,
Random Search and Bayes Optimization Search. If
the objective function is cheap to evaluate, we can use
Grid Search or Random Search, methods that explore
a large number of candidate values from the search
space. However, if the objective function is expensive
to evaluate, we can use Bayesian Optimization since
it attempts to find the global optimum in a minimum
number of steps. In the BPA architecture, we need to
set many hyperparameters (batch size, class weights,
dropout, learning rate etc). For this reason, we used
Bayesian Optimization.
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4 CASE STUDY

We evaluated the BPA approach in three different lan-
guages: English, Spanish and Portuguese. For each
language, we searched for public sentiment analysis
data sets and for polarity classification methods avail-
able in competitions or related works. After this ini-
tial search, we selected the Stanford Sentiment Tree-
bank (SST-2) (Socher et al., 2013) data set available
on GLUE Benchmark (Wang et al., 2019) and the
SemEval 2017 Subtask A data set (Rosenthal et al.,
2017) to evaluate BPA approach in the English lan-
guage. For the Spanish language, we selected the
TASS 2017 Task 1 General Corpus (Martı́nez-Cámara
et al., 2017) data set and our own Spanish data set,
called CCMD-ES. Unfortunately, as far as we know
and searched, there is no suitable data set in Por-
tuguese. So, we only used our own data set, called
CCMD-PT, to evaluate BPA approach in Portuguese.
Table 1 shows a summary of the data sets we used in
the case studies.

The SST-2 data set consists of sentences from
movie reviews from RottenTomatoes and their respec-
tive sentiment that can be positive or negative. This
data set is provided with train/dev/test splits, since the
test golden labels are not available we used the dev
split as test in our experiments. There are 29780 neg-
ative sentences and 37659 positive sentences in the
train split while in the dev split there are 428 negative
and 444 positive sentences.

The SemEval 2017 Subtask A data set consists on
tweets about the current trending topics at the time
they were collected. The authors used CrowdFlower
to perform the tweets sentiment annotation that can be
positive, neutral or negative. This data set is also pro-
vided with train/dev/test splits. We merged the train
and dev splits to build our train set and used the test
split as is. There are 19799 positive, 22524 neutral
and 7809 negative tweets in the train set while in the
test there are 2352 positive, 5743 neutral and 3811
negative tweets.

The TASS 2017 Task 1 General Corpus data set
has tweets about politics, economy, communication,
media and culture personalities and celebrities col-
lected between November 2011 and March 2012. The
tweets sentiment annotation can be positive, neutral
or negative. It is available with only the train and
test splits. The train split has 2714 positive, 313
neutral and 1986 negative tweets while the test split
has 22233 positive, 1305 neutral and 15844 negatives
tweets.

We built Spanish (CCMD-ES) and Portuguese
(CCMD-PT) data sets. These data sets consist of cus-
tomer’s messages from a multinational company cus-

tomer service chat bot application. We manually an-
notated the data sets following a strict guideline pro-
vided by the company. We labeled the messages sen-
timents as positive, neutral or negative. Three anno-
tators conducted the process labeling different splits
of the data set. After they finished, each annotator re-
vised the data from the other to check for disagree-
ments. We solved disagreements by performing a
round of review with all annotators.

The CCMD-ES has 21452 messages in the train
split being 624 positive, 19587 neutral and 1241 neg-
ative while the test split has 518 messages being 62
positives, 255 neutral and 201 negative. Meanwhile,
CCMD-PT data set has 14213 messages in the train
split being 1124 positive, 11832 neutral and 1257 neg-
ative while in the test split it has 1161 messages being
112 positive, 970 neutral and 79 negative. The num-
ber of messages in the train splits, for both CCMD-ES
and CCMD-PT, is already considering the data aug-
mentation process.

Specifically for our Spanish model we also used
a public data set1 for pre-training purposes. This
data set consists of positive and negative customer’s
reviews from Decathlon, Ebay, Tripadvisor and Fil-
maffinity. Since we only used it to train, we did not
split into train and test sets. This data set has 38254
positive and 38254 negative reviews, but we sampled
only 19127 reviews from each class due to perfor-
mance limitations. In addition, we used 18996 neutral
messages from CCMD-ES that we had access later in
the experiments.

4.1 Results for English Language

The SemEval 2017 Subtask A competition ordered
the competing models for the sentiment analysis task
using Recall (Macro) as the main performance met-
ric. The data set is imbalanced, so Recall (Macro) is
a suitable evaluation metric. We also report F1-Score
(Macro), accuracy and present the confusion matrix.
Figure 3 shows the confusion matrix and the accuracy
value for BPA approach using the SemEval 2017 Sub-
task A data set. It is important to highlight that BPA
outperformed the SemEval 2017 Subtask A competi-
tion winner model (DataStories System) in terms of
accuracy, F1-Score (Macro) and Recall. Using this
data set, BPA obtained an accuracy of 0.659, an F1-
Score of 0.682 and a Recall of 0.682, while DataS-
tories System obtained an accuracy of 0.6515, an F1-
Score of 0.6772 and a Recall of 0.6811. Analyzing the
confusion matrix, we can observe that we have an in-
teresting result for both positive and negative classes,

1https://github.com/sentiment-analysis-spanish/
sentiment-analysis-model-neural-network
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Table 1: Data sets summary.
Data Set Language Number of sentences (Train / Test) Positive (Train / Test) Neutral (Train / Test) Negative (Train / Test)

CCMD-PT Portuguese 15374 (14213 / 1161) 1236 (1124 / 112) 12802 (11832 / 970) 1336 (1257 / 79)
CCMD-ES Spanish 21970 (21452 / 518) 686 (624 / 62) 19842 (19587 / 255) 1442 (1241 / 201)
TASS 2017 Spanish 44395 (5013 / 39382) 24947 (2714 / 22233) 1618 (313 / 1305) 17830 (1986 / 15844)

SST-2 English 68311 (67439 / 872) 38103 (37659 / 444) - (- / -) 30208 (29780 / 428)
SemEval 2017 English 62038 (50132 / 11906) 22151 (19799 / 2352) 28267 (22524 / 5743) 11620 (7809 / 3811)

Figure 3: SemEval 2017 Subtask A confusion matrix.

but for the neutral one it performs poorly. It is re-
lated to the class weights we had to add to the clas-
sifier to tackle the class imbalance problem. Since
BPA outperformed the competition winner model us-
ing the imbalanced data set we did not perform the
data augmentation process. We also used the bert-
large-uncased as the BERT model.

The GLUE Benchmark reports the evaluation of
the models using the SST-2 for the sentiment analysis
task using accuracy as the main performance metric.
Since this data set is balanced, we can use accuracy
without bias concerns. We also report the F1-Score
(Macro) and present the confusion matrix. Figure 4
shows the confusion matrix and the accuracy value
for BPA approach using the SST-2 data set. BPA ob-
tained an accuracy of 0.901 and an F1-Score (Macro)
of 0.901. Besides, analyzing the confusion matrix
we can see that the predictions are well balanced.
The best model present in the GLUE Benchmark is
ERNIE (Sun et al., 2019) with an accuracy of 0.978.
The BPA did not outperform ERNIE, but BPA per-
formed well with the SST-2 data set and the english
language. As we stated before, this data set is bal-
anced, so there is no need to apply data augmentation
techniques. We used the bert-large-uncased as the
BERT model.

Figure 4: SST-2 confusion matrix.

4.2 Results for Spanish Language

The TASS 2017 ordered the competitors results for
the sentiment analysis task using F1-Score (Macro)
and accuracy. The data set is heavily imbalanced,
so F1-Score (Macro) is the main performance met-
ric for this experiment. Alongside the F1-Score and
accuracy results, we also present the confusion ma-
trix. Figure 5 shows the confusion matrix and the ac-
curacy for the BPA approach using TASS 2017 data
set. For TASS 2017 Task 1 General Corpus data set,
BPA approach had a similar performance to the com-
petition winner model (INGEOTECevodag 003 Sys-
tem). BPA obtained an accuracy of 0.791, an F1-
Score (Macro) of 0.576. The winner of the compe-
tition achieved an accuracy of 0.645 and F1-Score
(Macro) of 0.577. Even though we know that ac-
curacy is not the best metric for this data set, they
achieved an accuracy score of 0.645 while we ob-
tained 0.791. Analyzing the confusion matrix, we
can see that the minority class is not being classi-
fied properly, even with the class weights we added
to tackle the class imbalance problem. Moreover,
the difference between BPA approach and INGEOTE-
Cevodag 003 system is of 0.01 in terms of F1-Score
(Macro). Since BPA had a similar performance to the
competition winner using the original (imbalanced)
data set, we decided not to perform data augmenta-
tion. We used the BETO (Cañete et al., 2020) as the
BERT model, since it is trained with Spanish corpora.

CCMD-ES is heavily imbalanced, so F1-Score
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Figure 5: TASS 2017 Task 1 General Corpus data set con-
fusion matrix.

Figure 6: CCMD-ES confusion matrix.

(Macro) is a suitable evaluation metric. We also re-
port Recall (Macro) and accuracy. Figure 6 shows the
confusion matrix and the obtained accuracy for the
CCMD-ES data set. BPA achieved an accuracy score
of 0.865 which is an excellent result for an imbal-
anced data set. By the confusion matrix, we can see
that the predictions are well balanced. We achieved
an F1-Score (Macro) of 0.865 and a Recall (Macro)
of 0.873. Thus, we can argue that BPA is a suitable
model for the sentiment analysis in the Spanish lan-
guage. We also used the BETO as the BERT model.
To achieve these results, we performed all steps of the
BPA framework, including data augmentation and hy-
perparameters optimization.

4.3 Results for Portuguese Language

CCMD-PT is also heavily imbalanced, so F1-Score
(Macro) is a suitable evaluation metric. We also
report Recall (Macro) and accuracy. Besides, we
present the confusion matrix. Figure 7 shows the
confusion matrix and the obtained accuracy for the
CCMD-PT data set. BPA achieved an accuracy score
of 0.923 for the CCMD-PT, which is an excellent re-
sult for a heavily imbalanced data set. In terms of
F1-Macro and Recall-Macro, BPA achieved 0.91 and
0.84, respectively. So, we can argue that BPA is suit-
able for the sentiment analysis of chat bots messages
in the Portuguese language. Since BPA achieved an
excellent performance, we decided not to perform the
hyperparameter optimization. We used the BERTim-
bau (Souza et al., 2020) as the BERT model, since it
is trained with Portuguese corpora.

Figure 7: CCMD-PT confusion matrix.

5 CONCLUSION

In this work, we propose a new approach, called BPA,
to classify the polarity level of a text in an automatic
manner. We evaluated BPA using five data sets in
three different languages: English, Spanish and Por-
tuguese. Experimental results evince the suitability of
BPA to multilingual and domain-independent polarity
classification. Our best results achieved an accuracy
of 0.901, 0.865 and 0.923 for English, Spanish and
Portuguese, respectively. As future work, we intend
to apply BPA in the audio messages domain and in
other tasks in the customer service domain, such as
predicting the level of criticality of a message to pri-
oritize the service order in a call center.
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