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Abstract: The increasing number of indexed documents makes manual retrieval almost impossible when they are re-
trieved or stored automatically. The solution to this problem consists of using information retrieval systems,
which seek to present the most relevant data items to the user in order of relevance. Therefore, this work aims
to conduct a theoretical survey of the most used algorithms in the Information Retrieval field using Learning
to Rank methods. We also provide an analysis regarding the datasets used as benchmarks in the literature. We
observed that RankSVM and LETOR collection are the most frequent method and datasets employed in the
analyzed works.

1 INTRODUCTION

The increasing number of indexed documents makes
the retrieval process unmanageable for a user to find
any relevant information without the help of an in-
formation retrieval system (Kowalski and Maybury,
2002). In this kind of system, an important point is re-
lated to the necessity that the most relevant documents
appear at the top of the query results. The problem of
ordering a list of documents that satisfy user needs is
pointed out as central in Information Retrieval (IR)
research (Baeza-Yates and Ribeiro-Neto, 1999). IR is
also concerned with the structure, analysis, organiza-
tion, storage, research, and dissemination of informa-
tion (Salton and Harman, 2003).

An IR system is designed to make a particular
collection of information available to a population of
users. Thus, it is expected that, given a search term,
the order of the returned documents follows a logical
sequence of importance or probability of relevance.
Most relevant are at the top and the least at the fi-
nal positions of the query result. Approaches such as
Boolean model, Vector Space Model, Okapi BM25,
and others are usually used to perform the document
ordering task (Phophalia, 2011).

The classic approach of ranking consists of ana-
lyzing the terms found in the documents, with no re-
lation to the context applied to the search performed
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by the user. One of the existing alternatives is the ap-
plication of Machine Learning (ML) (Carbonell et al.,
1983), which allows the ranking of documents con-
sidering the context in which they are inserted. This
alternative seeks to solve the ranking problem, mak-
ing the retrieval system more optimized to satisfy the
queries performed by users.

The ranking of documents takes into account three
main characteristics (He et al., 2008; Harrag and
Khamliche, 2020):

• Relevance: produces a score for each document
that indicates its relevance to user input. The
task of ranking by relevance consists of ordering
a set of objects with respect to a given criterion
(Rigutini et al., 2011).

• Importance: considers the degree of importance
of the document in relation to the input. There-
fore, if two documents have the same relevance
score but address different content, the one that
should be at the top is the document with the high-
est degree of importance or which addresses con-
tent more related to the entry term.

• Preference: evaluates the behavior of the user
who searches for documents. Therefore, an effec-
tive model must store the user’s real-time behavior
to adapt searches to their profile.

The following is an example of the ranking prob-
lem and how IR addresses this issue. Furthermore, the
difference among Preference, Importance, and Rele-
vance is addressed, as they are essential for IR. To do
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Figure 1: Example of ranking problem with difference be-
tween Relevance, Importance and Preference.

so, consider a query made by a user, where he wants
to find images of mice using the term (mouse). The
result of this query is shown in Figure 1, where the
first three results returned can be considered relevant,
as they are mice. It should be noted here that this is
precisely the idea behind the ranking problem.

Also, regarding the example presented, it is possi-
ble to observe that an IR system must consider that the
user’s objective is rats of the animal kind. So, due to
the importance of the result, only the first and second
are selected. Finally, suppose the user interacts only
with the second element. In that case, his or her pref-
erence consists only of the second document in the
list. This preference is significant information about
the problem.

It is noteworthy that knowing the user’s prefer-
ence, it is possible to use ML techniques to help solve
the ranking problem. It is precisely this preference
that is used to improve the model. The use of ML to
solve the ranking problem is defined as Learning to
Rank (LR) (Li, 2011), being a field of research in the
IR area.

This paper aims to provide a systematic review of
the literature that addresses Learning to Rank. Our
review would help future information systems re-
searchers to better define their scope by piking the
methodologies pointed out. Moreover, to provide a
complete study, we show an analysis considering the
datasets used to train the models.

This paper is organized as follows. Section 2 de-
fines LR. Section 3 provides insight into how the re-
search was done. Section 4 shows the gotten results.
Finally, the conclusions are drawn in Section 5.

2 LEARNING TO RANK

Learning to Rank concerns all methods that use ma-
chine learning to solve the ranking problem (Li, 2011;
Liu, 2011). Some examples of fields where the rank-
ing problem is applied are document retrieval, entity
resolution, question answering (QA), meta-search,
custom search, online advertising, collaborative fil-
tering, summarization of documents, and automatic
translation (Li, 2011).

The main task of LR is to learn a function, which,
given a context (queries), arranges a set of items (doc-
uments) in ordered lists to maximize a given metric.
LR methods usually approach the ranking problem as
a “score and order” problem, so the goal is to learn
a “score” function to estimate the relevance of docu-
ments to a query (Bruch, 2019).

The LR algorithms mostly differ in two factors,
the first one regarding the parameterization of scor-
ing functions (Scoring Function), for example linear
functions, boosted weak learners, gradient boosted
trees, SVM and neural networks (Ai et al., 2019).

The second factor is related to three different ap-
proaches, namely:

• Pointwise – each document is evaluated only with
the relation to the query, and the value gives the
ordering that each document receives in relation
to the query;

• Pairwise – pairs of documents are selected, and
each par is compared with the others to come up
with the more relevant, in this way, the ordering
occurs concerning the relevance of the pair;

• Listwise – which evaluates the entire list of docu-
ments in the query and proposes to optimize their
order based on their permutations.

3 SYSTEMATIC
METHODOLOGY TO SELECT
THE STUDIES

This section presents how we conduct the literature
review on LR. The collected papers match in one of
the following topics: (i) developing a new algorithm
or model, (ii) introducing a new strategy, or (iii) com-
parative research on the topic.

The bibliographic source chosen was Mendeley1,
which has a catalog with more than 300 million doc-
uments. It is built from the users’ contribution when
they add references of documents to their libraries. In
this way, the system groups the references of different

1https://www.mendeley.com/search/
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users imported from other bibliographic sources like
SCOPUS or Web of Science and generates a canoni-
cal reference for each document.

Figure 2 present our systematic methodology,
where there are four distinct queries, which were per-
formed in the Mendeley search tool. Each query re-
turns a different number of articles and papers. Two
researchers screened the studies using the title and
stored them in a folder corresponding to the query.
The article was screened using the abstract if the title
was irrelevant to the review, but it addressed the LR
theme. Otherwise, the document was ignored. Lit-
erature returned by different search queries was con-
sidered only the first time. In addition to organizing,
each query became a folder containing all the selected
works.

Figure 2: Flowchart of the methodology for the theoretical
survey.

4 THE SELECTED STUDIES

In this section, the results of this survey are presented.
In order to make a robust analysis, we have divided it
into three different parts. The first one is related to the
studies on LR. The second summarizes the datasets
used by the selected studies, and the last one shows
a general analysis by classifying them into different

categories.
The queries formulated for the survey consists of

the following terms:
1. information retrieval and the ranking problem
2. performance evaluation of learning to rank algo-

rithms
3. performance evaluation of LETOR algorithms
4. survey on learning to rank
5. survey on ranking algorithms

The considered research queries returned 5.977
bibliographic references, of which 54 were selected.
The complete analysis is provided in Table 1, where
the rows are related with the different queries and the
columns are the amount of returned and selected stud-
ies.

The fourth query has returned 2,156 references
(the more significant amount), but only nine were se-
lected. This difference can be explained by the fact
that most of the returned studies address topics related
to education, like student performance and learning
environments. Our review focused on discovering the
most used methods in the field of LR, i.e., on build-
ing a roadmap to people that are starting on the field.
Also, the first query was the second that returned
more references, where 21 were selected.

Additionally, the query “performance evaluation
of LETOR algorithms” did not return a lot of docu-
ments that can be explained by the fact of misunder-
standing of the LETOR (Qin et al., 2010; Qin and
Liu, 2013) term, which means a collection of datasets
and not another way of referring to Learning to Rank
also referenced on some papers as L2R. This query
obtained the highest ratio (1/3) of relevant retrieved
despite not returning many references.

Table 1: Search results.

Used Terms Returned Selected
Information retrieval and
the ranking problem

1,558 21

Performance evaluation
of learning to rank algo-
rithms

984 10

Performance evaluation
of LETOR algorithms

11 4

Survey on learning to
rank

2,156 8

Survey on ranking algo-
rithms

1,268 11

Total 5,977 54

In order to ease the understanding of the obtained
results, we show in Figure 3 the relation of the tech-
niques used in research from 2005 to 2021. The
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Figure 3: Number of algorithms/models per year.

Figure 4: Number of papers that used the algorithm/model.

circles represent the frequency of studies employing
each algorithm or model. In otter words, for a se-
lected algorithm, if the circle is smooth (tending to
yellow), more studies have cited or conducted experi-
ments using that approach.

From Figure 3, it is possible to observe that
RankSVM is the most used model in the studies sur-
veyed. Precisely, this approach appears in 2007 and
2016 (5 studies each year), in 2019 (4), in 2008, 2010
and 2011 (3), in 2012 and 2013 (2) and, in 2006 and
2021 (1 study each year). Another highlighted ap-
proach is RankBoost, which got in 2007 (4 studies),
in 2010 and 2016 (3), in 2008, 2011, 2012 and 2019
(2) and, in 2017 and 2021 (1 mention).

Considering the relation of the algorithms/models
and the total number of studies that consider them,

we provided another analysis in Figure 4. RankSVM
ranks first with 29 studies, RankBoost in the sec-
ond position with 20 different studies, and RankNet,
AdaRank, and ListNet algorithms with 13 appear-
ances in different studies in third, fourth, and fifth po-
sitions. Therefore, from the observed Figures 3 and 4,
RankSVM and RankBoost are the most mentioned in
the literature in the period observed.

Furthermore, it can be observed that algorithms
widely used from 2006 to 2012, such as AdaRank,
BM25, FRank, LambdaRank, and SVM, had a de-
cline in their use in the following years. Models based
on DING, Eigen Rumor, Popularity and Similarity-
Based Page Rank (PSPR), SortNet, TagRank, and
Time Rank are not commonly used compared with
other algorithms.
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Figure 5: Number of papers that used each dataset.

4.1 An Analysis of the Datasets Used for
Training the Models

Another key point related to the topic tackled in this
investigation is the datasets used for training the ma-
chine learning models. Considering the selected stud-
ies, we have 13 data sources considerable used from
2006 to 2019. Most of them are part of the collec-
tion of datasets LETOR2 from versions 3.0 (TD2003,
TD2004, OHSUMED, HP2004, NP2003, NP2004)
and 4.0 (MQ2007, MQ2008, MSLR-WEB), which
makes sense since the LETOR collection emerged to
become a basis to allow researchers to compare the
results obtained with existing algorithms with those
developed.

As a result, the OHSUMED dataset was the most
used in the studies, followed by the TD2004. Note
that in 2011 almost all datasets had at least one
appearance in some study, except the Web Search
dataset. Similarly, in 2016 we have almost all except
for TD2003, NP2003, and Web Search. We can as-
sume that LR was more on the rise, as the best-known
datasets were used for performance comparison. This
fact is related in Figure 5, which follows the same
structure as Figure 3.

2https://www.microsoft.com/en-
us/research/project/letor-learning-rank-information-
retrieval/

4.2 General Analysis of Related Work

To help the general understanding of the surveyed
works, we have distinguished the collected articles
and papers into two categories. The first contains re-
ports that focus on the presentation of related content
in the field of LR. The second category includes pro-
posals of new algorithms, methods, approaches, mod-
els, strategies, or evaluation measures. Each study
was classified on Table 2.

From this table, it is observable that all 54 sur-
veyed studies were presented. Also, concerning the
year of these studies, we can see that they range from
2005 to 2021. The most significant number of studies
are from 2019. Considering the categories, we have
that 24 studies fit in the first category and 30 in the
second. However, the studies are generally related to
the beginning of the decade.

5 CONCLUSIONS

The number of studies about Learning to Rank cor-
roborates the importance of its use, considering that
there has been an evolution since the beginnings of
information retrieval with classical algorithms. The
use of LR allows reaching fields where they were not
reached before, considering only the relevance of the
search terms. Therefore, the best retrieval system will
be the one that manages to use relevance, importance,
and preference to return the best result requested by
the user.
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Table 2: Categories References.

Category 2005-2010 2011-2015 2016 - 2021
Focus on
introduce
some related
content in the
field of LR

(Signorini, 2005), (Tieyan
et al., 2007), (Wang et al.,
2008), (He et al., 2008),
(Duhan et al., 2009), (Qin
et al., 2010), (LI, 2011),
(Liu, 2011)

(Phophalia, 2011), (Li,
2011), (Busa-Fekete et al.,
2012), (Roa-Valverde and
Sicilia, 2014), (Gupta et al.,
2014), (Lal and Qamar,
2015), (Bama et al., 2015),
(Garg and Jain, 2015)

(Saravaiya Viralkumar et al.,
2016), (Shi et al., 2018),
(Serrano, 2019), (Rahang-
dale and Raut, 2019), (Har-
rag and Khamliche, 2020),
(Sharma et al., 2020), (Guo
et al., 2020), (Chavhan et al.,
2021)

Propose new
methods on
LR

(Cao et al., 2006), (Tsai
et al., 2007), (Xu and Li,
2007), (Geng et al., 2007),
(Qin et al., 2008b), (Li et al.,
2007), (Qin et al., 2008a),
(Veloso et al., 2008), (Xu
et al., 2008), (Moon et al.,
2010), (McFee and Lanck-
riet, 2010), (Chapelle and
Keerthi, 2010), (Alejo et al.,
2010), (Santos et al., 2011)

(Hong et al., 2012), (Yang
and Gopal, 2012), (Shaw
et al., 2013), (Lai et al.,
2013), (Cheng et al., 2013),
(Suhara et al., 2013), (Yang
et al., 2015)

(Ma et al., 2016), (Xu
et al., 2016), (Li et al.,
2016), (Ibrahim and Car-
man, 2016), (Keyhanipour
et al., 2016a), (Keyhanipour
et al., 2016b), (Zhao et al.,
2019), (Wang et al., 2019),
(Ai et al., 2019)

The survey of the related works that approach the
theme of Learning to Rank allowed us to observe how
new LR algorithms are evaluated and compared to the
state-of-the-art. We can say that RankSVM usually
corresponds to the most used algorithm when com-
paring different algorithms. In recent years, datasets
from the LETOR collection have been used as a
benchmark.
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