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Abstract: The advent of Internet of Things (IoT) and the smart objects popularization have boosted the data generation
in many areas. Data have then become increasingly valuable as they can be used to “teach” machines to
perform the most varied tasks. Health is among the areas that have benefited from such data, because there is,
for example, a need for solutions that optimize the cost-benefit ratio of health systems. In this scenario, the
Internet of Health Things (IoHT) uses smart sensors to collect patient data and intelligent algorithms to process
this data for improving patient Quality of Life. However, researchers and practitioners have faced difficulties in
finding and using public health care data sensor repositories. Therefore, we conducted a systematic multivocal
review of IoHT databases to identify and characterize the existing datasets. We also bring as a contribution of
this paper a set of guidelines about how new IoHT data repositories can be structured.

1 INTRODUCTION

The Internet of Things (IoT) was proposed over at
least two decades (Ashton, 2009) and it was initially
inspired by the glimpse of Mark Weiser related to
ubiquitous computing together with the ideas to use
sensors in order to enable computers to understand
the world (Weiser, 1999). Since then, IoT has been
adapted and strengthened from advances in many ar-
eas (Atzori et al., 2010), for example, miniaturization
of sensors, expansion of data processing power, and
improvements of machine learning algorithms.

These advances have enabled the Internet of
Things use in many cross-section areas, achieving
process enhancements and cost reductions. One area
that has stood out in the use of this technology is
healthcare (Islam et al., 2015). In the past, remote pa-
tient monitoring was complex and expensive. Nowa-
days, this kind of follow-up can be done using smart-
phone sensors (Meskó, 2014). As a consequence, a
new research area has emerged: the Internet of Health
Things (IoHT) (Rodrigues et al., 2018).
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According to (Rodrigues et al., 2018), IoHT uses
many kinds of sensors to collect patient data. Then,
these data are transmitted to more robust nodes (e.g.,
gateways), which can perform initial processing, or, if
necessary, send the dataset to the cloud. Finally, the
health data can be processed using Machine Learning
techniques or analyzed by health professionals.

Given the advance in data storage and processing
tools, datasets have become even more valuable, as
they can be used to describe processes, optimize pro-
cedures, and for task automation using machine learn-
ing (Miloslavskaya and Tolstoy, 2016). However, de-
spite the vast amount of available data, there are still
challenges related to data silos and data lakes, stan-
dardization of devices, specialized IoHT platforms,
quality assurance, data security, and privacy (Oliveira
et al., 2022), in addition to the absence of public cat-
alogs that facilitate access to such datasets (Selvaraj
and Sundaravaradhan, 2020).

This paper focuses on investigating public cata-
logs of IoHT datasets and, for that, we performed a
Multivocal Literature Review (MLR) to identify and
characterize the existing datasets. We believe that the
contributions of this work are as follows: (i) a set
of datasets that can be used for other researchers to
assess new proposals; (ii) a set of guidelines to or-
ganize the creation of new public datasets support-
ing the reuse by other researchers and (iii) Limita-
tions and shortcomings of the literature regarding the
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datasets exposing challenges that may be interesting
for future research (e.g., few descriptions regarding
the pre-processing data, how to assess enough num-
ber of instances for the datasets, how to deal with the
heterogeneity of data formats and the provenance of
the collected data).

The paper outline is: Section 2 presents our study
design; Section 3 discusses our results; Section 4 in-
troduce a set of guidelines related to IoHT datasets;
Section 5 points our some validity threats; and, fi-
nally, Sections 6 and 7 present the related work and
our final considerations, respectively.

2 STUDY DESIGN

We performed a Multivocal Literature Review (MLR)
about IoHT datasets. In this MLR study, we decided
to search information both in the scientific literature
(e.g., articles, books, theses, and dissertations - white
literature) and in the grey literature, that according
(Garousi et al., 2019), includes preprints, e-prints,
technical reports, lectures, datasets, audio-video me-
dia, and blogs.

Therefore, we based our Multivocal Literature Re-
view on the methods proposed by (Brereton et al.,
2007), (Kitchenham et al., 2009), and (Wohlin, 2014).
For search in the grey literature, we also used the
guidelines proposed in (Garousi et al., 2019). These
are the most used methods for developing literature
reviews in the software engineering area and have
three activities: Planning, Execution (or conducting),
and Presentation (or documentation). In the MLR
planning, we define the research questions, the search
strategy and generate the protocol that guides the exe-
cution. The latter contains the general objective of the
review, the search strategy, the research questions, the
papers’ eligibility criteria, and the list of data that we
would like to extract from the selected literature. In
the conducting phase, we execute the search strategy
and apply the eligibility criteria for selecting the pa-
pers. After this, we extract and synthesize the data.
Finally, we generate the report in the presentation
phase and discuss the results. This paper presents our
report and contains both the results of the MLR and
the discussion about them.

2.1 Planning

The first stage of planning consists of defining the ob-
jective of the literature review and specifying the Re-
search Questions (RQ). This MLR aims to present a
systematic multivocal review on the Internet of Health

Things datasets, highlighting problems, technologies
and limitations. Following RQs guided our study:

• RQ1: What are the existing IoHT public datasets?

• RQ2: What are the limitations of the existing In-
ternet of Health Things datasets?

• RQ3: What technologies are relevant in creating
and querying this kind of data sources?

We analyzed and discussed the answers to these
questions in Section 3.

The search strategy of this MLR consists of two
phases. In the first phase, we applied a seach string
to find papers in scientific studies databases for white
literature search and public repositories and internet
search engines for grey literature search. In the sec-
ond phase, we performed a manual procedure, known
as snowballing forward (Wohlin, 2014), to analyze
the citations of the articles previously selected in the
first phase. Snowballing complements the search pro-
cedure in the public scientific datasets, making the
white literature search coverage more comprehensive.

We chose Scopus, Web of Science, and Com-
pendex for the white literature search. In addi-
tion, according to (Archambault et al., 2009), and
(Aghaei Chadegani et al., 2013), which are relevant
search datasets for Computer Science, aggregating
works of several other relevant datasets for the area of
Computing and related. Our search for grey literature
was done using the Google Search Engine1, Archive2

and GitHub3, which contain files of various formats
and system source codes, as well as scientific articles
not yet published or in the conception process.

Table 1: Identified elements of the PICo approach.

Aspect Identified Element

Population Academic Papers and Grey Literature

Interest Public Databases, Public Datasets or Catalogs

Context Internet of Things and Health

To built our query string, PICo approach was
adopted (Pai et al., 2004). This method separates the
question into three aspects: Population, Interest, and
Context (PICo). The Population represents the kind
of studies we would like to address in the research.
The Interest corresponds to the research objective. Fi-
nally, the Context corresponds to the information we
would like to find in our population studies. Table 1
shows the elements identified for each component of
the PICo.

1Google website: https://www.google.com
2Archive website: https://archive.org
3GitHub website: https://github.com
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Table 2: Final Query String.

((“Public Database” OR “Public Dataset” OR
“Public Datasource” OR “Public Catalog” OR

“Open Database” OR “Open Dataset” OR
“Open Datasource” OR “Open Catalog”) AND

(IoT OR “Internet of Things” OR “System of
System” OR “Ubiquitous Computing” OR

Sensors) AND (Health OR eHealth OR
Telemedicine OR Wellbeing OR Wellness))

We evaluated many strings until we obtained the
final version presented in Table 2. This search string
was used for both white and grey literature searches.

For the selection of the most relevant studies, it
is necessary to define inclusion and exclusion criteria
(called eligibility criteria) that can be replicated by
other researchers (Kitchenham et al., 2009).

The inclusion criteria used in this research are:
(I1) Contains or presents addressing for datasets with
health data; (I2) Only Datasets with free use li-
censes; and (I3) Only Datasets that contain sensor
data. Moreover, we defined the following exclusion
criteria for this MLR: (E1) Non-English papers; (E2)
Papers with less than five pages (short paper); (E3)
Video Datasets; (E4) The dataset does not contain
sensor data characterization; (E5) The article or doc-
ument does not contain a link to the base or base ref-
erence; (E6) The dataset does not contain character-
istics of the individuals used in the experiments; and
(E7) The dataset does not contain information on how
and which experiments were performed.

In this MLR, the exclusion criteria operate in
sequential order similar to an Access Control List
(ACL) as in (Sandhu and Samarati, 1994). Thus,
when we found a match on the list, we performed the
exclusion action and did not check any other criterion.

To complete the planning phase, we defined the
data extracted from the datasets found in this MLR
and generated a data extraction form. The form con-
taining the information to be extracted from each pa-
per can be seen at the link https://bit.ly/3q5D5qD.

2.2 Conducting

In this phase, we executed a search with the query
string in databases of academic papers and with the
search filters referring to the exclusion criteria E1 and
E2, which we applied directly in the search engines
of the databases. Consequently, we found thirty-nine
(39) papers and four hundred forty-four (444) repos-
itories related to grey literature. We exclude twenty-
four (24) papers and five (5) repositories by applying
the exclusion and inclusion criteria based on reading
the articles’ title and abstract and the web reposito-

ries’ title. Then, we performed the transversal reading
of the fifteen (15) papers, and the analysis of the de-
scription and content of the four hundred thirty-nine
(439) repositories remained. According to the eligi-
bility criteria, we exclude nine (9) papers and four
hundred thirty-three repositories (433). Hence, we
selected six (6) papers and six (6) repositories con-
taining datasets of sensors for use in health care and
monitoring health applications.

There were many grey literature repositories ex-
cluded after analyzing their description and content,
as we identified that most of these repositories con-
tained applications and small datasets to be used as
an example of the use of these applications. Also,
there was no description of the data records in these
datasets, making the use of them unfeasible.

Then, we applied the snowballing forward tech-
nique, identifying article citations in Google Scholar,
as suggested by (Wohlin, 2014). Hence, we analyzed
the title, abstract and executed the transversal reading
of fifty-five (55) papers found. According to the eli-
gibility rules, forty-nine (49) articles were excluded,
leaving six (6) articles at the end. At the end, we ob-
tained twelve studies (12) of white literature and six
(6) repositories from grey literature.

After searching and selecting papers and grey lit-
erature repositories, we identified the datasets pre-
sented in the articles and grey literature repositories.
Finally, we extracted the data from the datasets using
the extraction form created in the planning phase. In
all, we found forty-four (44) different datasets.

It is worth noting that some selected articles had
more than one dataset. There are also datasets used
in more than one article or present in more than one
repository. Finally, some repositories presented more
than one dataset that met the eligibility criteria, such
as the Kaggle4 and Physionet5 repositories.

Lastly, we arranged the extracted data in a spread-
sheet and synthesized them. Then, we used the
Tableau tool6 for quantitative data analysis, and we
performed the content analysis for subjective and
qualitative interpretation of the extracted data.

3 RESULTS AND DISCUSSION

As previously described, in this investigation, we
started the analysis with 483 items (among scientific
articles and data repositories found in the grey liter-
ature). This number was refined until we had only

4Kaggle website: https://www.kaggle .com
5Physionet website: https://physionet.org
6Tableau website: https://www.tableau.com.

Where Is the Internet of Health Things Data?

41



Figure 1: Dashboard summarizing the characteristics of the IoHT datasets.

those items suitable to answer our research questions.
In this case, forty-four (44) data repositories were se-
lected. It is noteworthy that the 483 items initially
collected do not directly relate to the final number,
because some articles may have links to one or more
repositories. Moreover, other papers may not describe
which repositories were used. Also, in the grey litera-
ture, we find several links to empty data warehouses.

Figure 1 exposes the characteristics of the datasets
found considering the year of creation (A), whether
they have described metadata (B), data type (C), ap-
plication domain (D), devices (E), and sensors (F)
used in the data collection.

It is noteworthy that although we selected a few
repositories of grey literature at the end of this re-
view, three of these repositories (Kaggle, Physionet,
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and UCI7) present a large number of datasets, many
of which have data obtained using IoT sensors for
health applications. We argue that the construction of
these repositories indicates the growing interest of the
scientific community in sharing and providing subsi-
dies for studies of new healthcare solutions. However,
many of the datasets present in these repositories lack
descriptions of their data and how to use them. All the
details about the data repositories found in this study
are available through the link bit.ly/3oXMSgh.

Regarding RQ1, the rationale was to find IoHT
datasets in order to discuss how they are organized.
We found forty-four (44) data repositories. Most of
these data repositories were created in recent years,
but we found some even before the advent of the In-
ternet of Health Things. This situation occurs because
the data were collected by long-standing devices such
as ECG (electrocardiogram) sensors. In four data
repositories, it was impossible to identify the creation
year. Most repositories provide raw data (86%) and
have a meta-data description (72%).

Concerning the application domain, the three do-
mains of most significant interest were activity recog-
nition (10 repositories), gait analysis (8 repositories),
and prediction of heart disease (5 repositories). This
aspect (application domain) is directly related to the
devices and sensors used in most data collections.
Usually, it is used smartphones or wearables to col-
lect data from accelerometers (24), gyroscopes (13),
and electrocardiogram (8) sensors.

Most datasets found use low-cost IoT devices,
smartphones, or wearables to collect data. These de-
vices collects data in different environments, not re-
stricting the participants of the experiments that had
their data collected to compose the bases to specific
environments. In addition, many of the devices are
low-cost and collect data from different sensors si-
multaneously, thus allowing a correlation to be made
between the different types of data with the health sta-
tus of the participants in the experiments.

Moreover, much of the information in the found
datasets was obtained using sensors of a more gener-
alist nature, which are not directly aimed at collect-
ing health data, such as accelerometers, gyroscopes,
and environmental sensors, such as smoke and light-
ing sensors. For this, it needs to have a suitable cat-
egorization to identify which health issues, or health
profiles, are characterized by the data from these sen-
sors. In this sense, it would be interesting for future
work to use semantics that allow a clear understand-
ing of how the data can be used and how it is possible
to correlate these data to health status.

• RQ1: What are the public existing IoHT datasets?
7UCI website: https://archive.ics.uci.edu.

Summarized answer: it was identified 483 stud-
ies in scientific and grey literature from which we
have selected 44 data repositories that have raw or
pre-processed data from IoT sensors to character-
ize information related to health monitoring.
Figure 1 presents the main characteristics of these
datasets. In addition, we can also highlight some
application domains found. Namely, prediction
of heart disease, Gait Recognition, Fall detec-
tion, Activity Recognition, Parkinson’s disease,
Classification of Body Postures and Movement,
Schizophrenia, Mental state classification, ECG
classification, Sleep and Exercise Monitoring.
Most datasets present metadata from the set rather
than the data, with no provenance description.
Some datasets highlight pre-processing data but
do not indicate which techniques were used.

Although it is possible to find sensor data for mul-
tiple healthcare application domains, we have seen
that there are still many limitations that make it chal-
lenging to use this data broadly. Among the main
limitations identified in this study, we highlight the
lack of standard regarding the number of instances,
the high heterogeneity in data storage formats, the
absence of Application Program Interfaces (APIs) or
query tools for on-demand access to data repositories,
and, finally, the lack of details about the data col-
lection context (device specification, frequency, accu-
racy, environment and subjects characteristics).

Regarding data storage formats, we found many
different types (e.g., CSV, TXT, DAT, JSON). Un-
fortunately, the internal organization of these datasets
does not follow a standard either. Thus, this makes
data processing and integration difficult. Another
challenge related to accessing data repositories is the
absence of APIs or query tools. Usually, most data
repositories have only the download option, which
can be negative in the case of large datasets.

Concerning data repository metadata, 32 reposito-
ries (72%) have description. However, such descrip-
tions still lack details about the context of the collec-
tion. For example, it is essential to know the specifica-
tion of devices, collection frequency, and accuracy to
ensure the correct use of the repository. The dataset,
namely “User Identification From Walking Activity”8

from UCI presents a suitable detail of the collection
procedure, participants, and storage structure. How-
ever, repository do not show the characteristics (such
as smartphone hardware detail, sensor precision, data
collection frequency) of the sensors used.

In addition to the lack of standards regarding the

8Daily and Sports: archive.ics.uci.edu/ml/datasets/User
Identification From Walking Activity
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number of instances, heterogeneity in formats, and
the absence of APIs, data quality can be another limit-
ing factor for the use of datasets. For example, we did
not identify any standard regarding the sensors and
frequencies for data collection. Furthermore, we did
not find any reference to measure the quality of data
available in the repositories found.

Considering this context, we reinforce that se-
mantics can help improve existing datasets and build
datasets in the future. Thus, studies addressing the
construction and use of semantics in datasets of IoT
sensors for healthcare are promising.

Another point to be highlighted is the profile of
the participants used in the experiments or case stud-
ies where the data that make up the datasets we found
were collected. We identified the number of partici-
pants in just over 81% of the datasets (36 datasets).
Still, not all of these datasets presented a profile for
the participants of the experiments or case studies. In
most cases, the only characteristics of the participants
in these studies are the identification of sex and age.
A possible reason for this is the need to anonymize
the data.

Furthermore, depending on the use of the data in
the original study, there is no need for a more detailed
characterization of the participants.

However, other characteristics do not make data
anonymization impossible, such as height, weight, or
even the position in which the sensors, when wear-
ables, were located during collection. In this sense, a
challenge to be addressed in future work is related to
what types of user profile information that do not af-
fect the privacy and anonymization of data should be
interesting for different types of application domains
focused on health. In addition, this kind of informa-
tion can support the reuse of data repositories in fur-
ther in-deep investigations.

• RQ2: What are the limitations of the existing In-
ternet of Health Things datasets?
Summarized answer: each study uses its dataset
obtained under different conditions. One of these
conditions concerns the number of samples or in-
stances. As a result, the datasets found have var-
ied instances, and almost half of the datasets do
not provide the number of instances available.
This variability in dataset characteristics can re-
flect on the performance of the algorithms, gen-
erating different results for the performances de-
clared in studies of the same concentration area,
such as, for example, gait recognition.
Furthermore, another limitation is the heterogene-
ity of available formats such as CSV, JSON, ZIP,
DAT, and TXT, which requires that applications
or systems that want to use different datasets to

implement wrappers to acquire the data. Applica-
tion Program Interfaces, tools, or query languages
are unavailable for data access.
Another limiting factor is the lack of provenance
of the collected data. The metadata provided are
descriptions of the dataset and not about each de-
tected data, making tracking and use by analytics
and recognition applications difficult.

Finally, in RQ3, we investigated the relevant tech-
nologies for these IoHT datasets. Again, we found
many different items, but the most common were
smartphones and wearables with accelerometers, in-
dicating that there is still room for developing and us-
ing new IoHT devices. For this, barriers such as the
difficulty of hardware miniaturization, energy supply,
and user engagement must be overcome.

The extensive use of wearables and smartphones
is related to the low cost, improvements in the quality
of the sensors and the fact that they do not limit the
participant’s mobility, unlike fixed smart objects in
the environment, or require manipulation by experts.
Furthermore, there is also the possibility of collecting
multiple data simultaneously by these mobile devices.
Therefore, we assume that the number of collections
using these sensors tends to grow.

• RQ3: What technologies are relevant in creating
and querying this kind of data sources?
Summarized answer: ECG Holter Device, Fit-
bit, LG G4, Polar H7 Chest Sensor with Elite
HRV, Samsung Galaxy, SHIMMER Sensor, Xi-
aomi Mi9, and Xsens MTx are some of the de-
vices found in the review that gain prominence
as cutting edge technologies in the data acqui-
sition stage and creation of the datasets. We
can also highlight the sensors used in existing
datasets in healthcare IoT applications. They
are: Accelerometer, Electromyography (EMG),
Gyroscope, Magnetometer, Motion, Water, Door,
Light, Temperature, and others.

4 GUIDELINES FOR IoHT
DATASETS

Based on the results found in our Multivocal Liter-
ature Review, we present in this section some guide-
lines that we identified for building sensor datasets for
use on Internet of Health Things applications. We
argue that these guidelines can enhance IoHT data
repositories’ quality, promote their use in different
studies and/or applications, and reduce the data silos
issue. Figure 2 links these guidelines together to rein-
force their relevance in the IoHT data sharing process.
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Figure 2: Guidelines for IoHT datasets.

4.1 Describe the Dataset

After analyzing the 44 datasets founded, we noticed
that not all have a suitable description. For instance,
some of them do not have the information of when the
dataset was built, the data context, or even how to cite
the dataset.

Therefore, to support the better usage of IoHT
datasets, it is essential to have a minimal set of infor-
mation about the dataset. We suggest the following
general information:

• dataset title,

• creation and last update,

• dataset main goal, and

• how to cite the dataset.

The dataset title allows identifying the dataset. In
addition, the creation date and the last update date
allow identifying a time frame of the dataset, which
can help understand the nature of some data present
in the dataset. Furthermore, understanding the pur-
pose of the dataset creation and the purpose of the
data presented in it is essential to understand what
the dataset’s data characterize and, therefore, for what
purpose they should be used. Finally, it is essential to
specify how the dataset should be referenced in scien-
tific publications of studies that use it.

Other information such as papers that have already
used this dataset or related datasets could also be in-
teresting to the researchers.

An example of a dataset that maintains these types
of information for reference is the MIT-BIH Arrhyth-
mia dataset (Moody and Mark, 2001), which was cre-
ated in 1975 and updated until 2018 and has as its pri-
mary objective the Prediction of heart disease. Also,
the Modulation of Plantar Pressure and Muscle Dur-
ing Gait dataset (Moriguchi et al., 2018) is another
good example. This dataset was created in 2018 and,
as its title claims, aims to analyze the Modulation of
Plantar Pressure using gait data.

4.2 Detail How Data Was Collected

Another essential piece of information to enable data
reuse is how the data was collected. This information
is needed since the researcher or practitioner that will
use the dataset (i.e., dataset consumer) should know
how the data was collected, which sensors were used,
whether the sensors were calibrated or not. Further-
more, such information is helpful to support the data
analysis and discussion of the conclusions obtained
from the data. Hence, regarding the raw data, we ar-
gue that the datasets should describe at least the fol-
lowing items:

• how the data was collected,

• when the data was collected,

• detail which sensors and devices were used,

• discuss the quality of the sensors/devices, and

• describe the participants’ profile.

Presenting the way the data was collected, the pro-
file of the participants, which sensors and devices
were used in the collection, and identifying some
information about the sensor’s quality, such as fre-
quency used, allows the experiments carried out for
the data collection to be replicated. Moreover, this
information set allows dataset consumers to identify
if they can use the data present in the dataset in their
work. Furthermore, knowing when the data were col-
lected can support studies that need temporal infor-
mation for some of their goals.

The UMAFall (Santoyo-Ramón et al., 2018; Casi-
lari et al., 2017) and the HuGaDB (Chereshnev and
Kertész-Farkas, 2017) are examples of datasets that
present information as proposed in this guideline.

The UMAFall is a dataset that contains data used
to characterize activity daily living and falls. For data
collection, accelerometers present in cellular devices
(LG G4 and SAMSUNG S5) and accelerometer, gy-
roscope, and magnetometer present in an MPU-9250

Where Is the Internet of Health Things Data?

45



module were used. These data were collected be-
tween 2016 and 2017 in experiments performed with
19 men and women aged between 19 and 67 years.
This type of dataset can be used for fall classifica-
tion and detection studies as (Saha et al., 2018; Junior
et al., 2021).

HuGaDB is a dataset used to characterize gait
patterns. Data collection was performed using spe-
cific devices containing accelerometer, gyroscope,
and electromyogram sensors. These data were col-
lected in experiments performed with 18 men and
women aged 18 and 35. This dataset can be used for
studies about gait patterns as (Qiu et al., 2018; Sun
et al., 2020)

4.3 Present How Data Is Organized

During this study, we also observed different ways of
data organization within the dataset. For example, the
dataset named GP Data Analysis and ML9 that was
found in our review has a CSV file with accelerometer
data. However, there is no description of the relation-
ship of these data with the problem (in this case, gait
analysis). On the other hand, the dataset named Mod-
ulation of Plantar Pressure and Muscle During Gait10

(also found in our review) has a detailed description of
the data collection and data files structure. We high-
light that this organization affects the understanding
and usage of the dataset.

In this scenario, we identified that it is essential to
provide a clear data organization to leverage the data
reuse by others researchers. Thus, we propose the two
specific points: i) to detail how the data is organized
in the dataset, and ii) to discuss relationships among
data and health.

The latter is needed, for instance, since a set of
streaming accelerometer data may be related to a spe-
cific type of movement.

4.4 Organize the Information Present in
the Dataset using Semantics

As a result of our review, we observed the lack of data
semantics and semantic technologies, such as ontolo-
gies, representing concepts semantically. As a result,
different devices capture and make available data, of-
ten characterized by similar concepts.

Through standard vocabularies, it is possible
to represent concepts obtained from heterogeneous
sources and allow the interoperability of systems and
platforms. The authors (Malik and Malik, 2020), for

9github/abdallahkhairy/GP-Data Analysis and ML
10https://physionet.org/content/plantar/1.0.0

example, reinforce that the use of semantic web tech-
nologies in IoT is an emerging technology that can
be used to address concerns in the healthcare domain,
such as data interoperability.

Furthermore, ontologies provide semantics rep-
resentation about the dataset construction process,
describing, for example, algorithms used in noisy
data cleaning and uncertainty handling (Elsaleh et al.,
2020). Considering this context, ontology catalogs
for IoT, such as the LOV4IoT11 can be an opportunity
for reuse and modeling for new and existing datasets
(Venceslau et al., 2019).

4.5 Exemplify How to Query Data

Most of the datasets found provide data for download,
and in a few cases, an API or own script is provided.
However, some data provided in a columnar format
often does not define its usefulness and purpose in the
application scenario.

We have faced a scenario of little or no seman-
tic representation of concepts and their relationships
with other data. It would be interesting to present ex-
amples of how to query the data, facilitate the users’
understanding of how to use the dataset, and use se-
mantic technologies, particularly queries and their re-
sults. Furthermore, the download option can not be
suitable for repositories with extensive datasets. The
ideal would be to allow a data stream through APIs. In
the literature, it is possible to find works (Mohammed
and Fiaidhi, 2021) that seek to tackle the challenges
of structuring and facilitating access to a patient’s het-
erogeneous data record using knowledge graphs with
the Neo4J tool12.

To conclude, we can highlight as good examples
the repositories hosted on the Kaggle, as it is possi-
ble to create code notebooks to access, process, and
analyze such information within the Kaggle platform.
Thus, there is no need to consume local disk space.

4.6 Track Updates

Finally, our last guideline is related to update track-
ing. Usually, the data repository is often updated
from time to time. Therefore, it is essential to iden-
tify what has been added, updated, or removed to en-
sure that the data repository has maintained its consis-
tency. In addition, temporal information is, in many
cases, highly relevant data for studies, which is why it
is also essential to identify the changes that occur in
the dataset, portraying which data were affected and
the possible addition of concepts.

11LOV4IoT website: http://lov4iot.appspot.com.
12Neo4J website: https://neo4j.com.

ICEIS 2022 - 24th International Conference on Enterprise Information Systems

46



As a result, it was possible to observe that the
datasets propose the update dates but do not portray
in representation models or files which concepts and
the number of samples were affected. This aspect can
cause divergences in the treatment of new data by the
applications and make it difficult to compare studies
since each study uses the data set obtained under dif-
ferent conditions. Thus, proposals that aim to anno-
tate the data as it is acquired and processed can guar-
antee this information about its origin, facilitating the
detection of changes (Elsaleh et al., 2020).

5 VALIDITY THREATS

As an empirical study, this work contains some threats
to validity and, according to (Kitchenham et al.,
2009), it is fundamental to identify and mitigate them.
This section, thus, presents and discusses our work
validity threats and how they were mitigated.

Even considering a review protocol and looking
at academic and grey literature, we cannot guarantee
that all sensor data and health records datasets were
identified. The reasons for that are the following: i)
it is common to find papers that do not present what
datasets were considered for the study; ii) the paper
that considers a specific data repository can not be in-
dexed by the search sources selected in this systematic
review; and, iii) the dataset and the papers using it are
not achieved by the string search applied.

To mitigate these threats, we performed a snow-
balling process beyond the systematic search in
datasets to amplify the search. Also, regarding the
search string, it was defined based on several key-
words related to sensors, IoT, health, and datasets.

Moreover, it is essential to highlight that we also
searched four widely used databases (Scopus, Web
of Science, Compendex, and PubMed) and other
three sources for grey literature (Google, GitHub, and
Archive). These data sources were selected based
on their representativeness. We argue that Scopus,
Web of Science, Compendex, and PubMed contain
the most relevant studies for the IoHT area. Google,
GitHub, and Achieve, in turn, contain most relevant
grey literature regarding many different subjects.

Some datasets are also grouped in large data
repositories, such as Kaggle, Physionet and UCI.
The latter, for instance, embraces at least 588 differ-
ent datasets. In these cases, we applied our search
string in order to filter the number of datasets that
should be manually analyzed. Since we applied our
search string, our keywords cannot reach some related
dataset. However, we reinforce that we tested our key-
words to define a suitable search string.

Lastly, most of the repositories retrieved do not
follow a systematic presentation of their information.
Hence, we manually extracted the data from each
dataset. However, this was needed since there is a
lack of a standard for presenting the data information.
For instance, some dataset clearly states how the data
was collected while others do not. In this case, to im-
prove the confidence of the results, we reviewed the
extracted data with the support of four researchers.

6 RELATED WORK

This section briefly reviews works related to ours,
such as reviews, surveys, or presentations of different
public datasets on health applications. In this sense,
considering that this study is motivated by the need to
present an overview of IoHT datasets, we also review
papers that present public datasets using sensors.

In the work proposed by (Cohoon and Bhavnani,
2020), the authors address types of datasets produced
from digital health technologies, analytical methods,
and how they can better translate the interpretation
of these findings into patient care. In this perspec-
tive, the authors report public datasets and their ap-
plications in artificial intelligence algorithms. For ex-
ample, the PTB Diagnostic ECG Dataset is an open-
access dataset with 549 ECGs (Electrocardiograms)
from 290 patients. Applying a Convolutional Neu-
ral Network (CNN) to this dataset, it was possible
to detect, for example, myocardial ischemia in pa-
tients (Strodthoff and Strodthoff, 2019). In another
application, paired ECGs and echocardiograms from
nearly 45,000 patients at the Mayo Clinic were used
to train a CNN to identify a left ventricular ejection
fraction of less than 35% of the ECG data alone (Attia
et al., 2019). The study explores public health digital
datasets within applications that use ECG data. How-
ever, the authors did not conduct a multi-vocal review
on IoHT datasets.

The work proposed by (Shuja et al., 2021)
presents a survey that provides a discussion of
COVID-19 open-source datasets and efforts to pro-
mote extension, validation, and scientific collabora-
tion. In addition, the authors compare scientific pa-
pers accompanied by open-source code and data for
providing future research guidance, highlighting the
challenges and opportunities for missing or limited
datasets. The authors present the results through
a taxonomy, identifying the main characteristics of
open-source datasets in terms of their type, applica-
tions, and methods. Similar to our approach, the au-
thors present investigations from the literature and use
two repositories, GitHub and Kaggle, for datasets on
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domains of health applications. However, our sce-
nario is considered more comprehensive, since we ap-
ply for a multi-voice review in healthcare applications
that use sensors in data acquisition. Therefore, our
study encompasses, in addition to papers, other pub-
lic data repositories available on the internet.

In (Igual et al., 2015), the authors discuss the fall
detection rates presented by different studies and the
difficulty in comparing different fall detection stud-
ies, since each study uses its dataset obtained un-
der other conditions. Then, using different publicly
available datasets, the authors propose an investiga-
tion to determine whether the datasets influence re-
ported performances. As a result, the authors argue
that the performances of fall detection techniques are
affected, to a greater or lesser degree, by the spe-
cific datasets used to validate them. Furthermore,
they conclude that dataset characteristics also influ-
ence performance, while the algorithms seem less
sensitive to sampling frequency or acceleration inter-
val. Our proposal also includes public datasets related
to healthcare. Therefore, it is possible to notice that
our proposal can be used for different applications
to compare public datasets and their influence on the
performances presented in the literature.

7 FINAL REMARKS

IoT brings advances in many domains, for exam-
ple, Healthcare, which has been benefited from smart
things that support health data collection. This tech-
nology can be used, for example, to monitor patients,
to detect and prevent falls, and support better deci-
sions. While developing IoHT solutions, researchers
and engineers often create their dataset or try to use
a public one. However, they face two problemas as
follows. The former requires the knowledge of the
sensor data and how to collect and store them. The
latter, in turn, is not easy to find.

Thus, this paper presents the results of a Multivo-
cal Literature Review aiming to identify and charac-
terize the existing datasets with health data collected
by sensors. As a result, we found 44 datasets that
match this criterion and we classified them regarding
metadata, devices, domain, and data types.

Furthermore, by exploring these datasets, we per-
ceived lack of standards and the essential informa-
tion to their use by other researchers and engineers.
Hence, we also discuss practices that could be used
by the datasets provided in order to increase their un-
derstanding and usage by the third party.

For future work, we intend to build new health
datasets using the proposed guidelines. We will also

analyze different collecting methods to extend our
guidelines for how the data is collected. Moreover,
proposing semantics for health datasets is another fu-
ture direction. Lastly, we intend to detail the process
of organizing our Fall detection database, presented in
(Linhares et al., 2020), following the guidelines pro-
posed in this paper.

8 CODE AND DATA
AVAILABILITY

All data used in this investigation are available on the
Internet to ensure the its reproducibility and allow fu-
ture in-deep analysis.

- Protocol: https://bit.ly/3loAjcX

- Raw Data (databases): bit.ly/3oXMSgh

- Enlarged images: https://bit.ly/3I3QC8T
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Guidelines for including grey literature and conduct-
ing multivocal literature reviews in software engineer-
ing. Information and Software Technology, 106:101–
121.

Igual, R., Medrano, C., and Plaza, I. (2015). A comparison
of public datasets for acceleration-based fall detection.
Medical engineering & physics, 37(9):870–878.

Islam, S. R., Kwak, D., Kabir, M. H., Hossain, M., and
Kwak, K.-S. (2015). The internet of things for health
care: a comprehensive survey. IEEE Access, 3:678–
708.

Junior, E. C., Andrade, R. M., Rocha, L. S., Taramasco, C.,
and Ferreira, L. (2021). Computational solutions for
human falls classification. IEEE Access.

Kitchenham, B., Brereton, O. P., Budgen, D., Turner, M.,
Bailey, J., and Linkman, S. (2009). Systematic litera-
ture reviews in software engineering–a systematic lit-
erature review. Information and software technology,
51(1):7–15.

Linhares, I., Andrade, R., Costa Junior, E., Oliveira, P. A.,
Oliveira, B., and Aguilar, P. (2020). Lessons learned
from the development of mobile applications for fall
detection. In GLOBAL HEALTH 2020, pages 18–25.

Malik, N. and Malik, S. K. (2020). Using iot and semantic
web technologies for healthcare and medical sector.
Ontology-Based Information Retrieval for Healthcare
Systems, pages 91–115.
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