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Abstract: Applications such as video surveillance and self-driving cars produce large amounts of video data. Computer vision algorithms such as object detection have found a natural place in these scenarios. The reliability of these algorithms is usually benchmarked using curated datasets. However, one of the core challenges of working with computer vision data is variability. Compression is one such parameter that introduces artifacts (variability) in the data and can negatively affect performance. In this paper, we study the effect of compression on CNN-based object detectors and propose a new full-reference image quality metric based on Discrete Cosine Transform (DCT) to quantify the quality of an image for CNN-based object detectors. We compare this metric with commonly used image quality metrics, and the results show that the proposed metric correlates better with object detection performance. Furthermore, we train a regression model to estimate the quality of images for object detection.

1 INTRODUCTION

Video surveillance cameras are being deployed in large numbers to ensure safety and security. Large infrastructures, such as airports and shopping malls, employ thousands of cameras and generate massive amounts of data. Since it is impossible to review such amounts of data manually, automatic video analytic systems are utilized to accomplish tasks such as object detection, tracking, anomaly detection, etc. Video analysis is generally performed at a centralized location. Video from the camera is transmitted to a central location over data channels. Since these channels have limited bandwidth, video compression is used to realize this framework. However, this introduces artifacts in the data that can affect the performance of vision algorithms and make automated systems less reliable. Many other factors, e.g., weather, illumination, etc., affect performance. This paper focuses on compression artifacts common in video surveillance systems and their effect on CNN-based object detection algorithms.

H.264 (Wiegand et al., 2003) is the most commonly used compression algorithm in surveillance cameras. It uses motion prediction, motion compensation, quantization, etc., to achieve high compression ratios. It is more complicated than image compression algorithms like JPEG (Wallace, 1992), where only spatial information is utilized for compression. The primary objective of the compression algorithm is to reduce the amount of data that needs to be transmitted or stored, which generally comes with the loss of data quality. It directly impacts performance and often decreases the performance and reliability of computer vision algorithms. Figure 1 shows object detection results on an image compressed using different compression parameters.

Image quality assessment (IQA) algorithms have been studied for a long time. However, these algorithms were designed with the intent of measure impact on human perceptual ability. In doing so, the quality of an image is determined by the mean opinion score (MOS) assigned by humans (Zhai and Min, 2020). With increased vision applications, algorithms are the end recipients of images and videos. As a result, there has been a significant effort in the vision community to determine image quality for algorithms. For example, face image quality assessment (FIQA) (Schllett et al., 2020) focuses on assessing the quality of images for face recognition. The quality of a face image determines how good the image is for recognition. In other words, the image quality correlates with the face recognition algorithm’s performance. A high-quality image implies that the algorithm would perform well on the image, and a low-quality implies that the algorithm may fail to recognize face in the image.

In this paper, we focus on understanding the image quality for object detection algorithms. The quality of an image should determine its suitability for object detection and its expected performance. Object de-
Figure 1: Figure shows object detection results on a sample frame from a video. (Left) Frame is from a video that is uncompressed. All the objects in the images are detected. (Middle) There are 4 objects that are not detected after applying low compression. (Right) The number of objects that are not detected has increased with increased compression.

2 RELATED WORK

Image quality assessment methods have received significant interest from the vision community (Zhai and Min, 2020). Initially, the focus was on image quality from the perspective of the human visual system. But in recent years, image quality has been determined for various purposes such as face recognition, the aesthetic quality of images, etc.

Image Quality Assessment. A detailed survey of IQA methods is conducted in (Zhai and Min, 2020). Recent methods utilize deep learning models to accomplish image quality assessment. These methods (Yang et al., 2019) can be divided into patch-based and image-based categories. Patch-based methods divide an image into patches and estimate quality as an agglomeration value of quality of individual patches. An end-to-end optimized method is proposed in (Ma et al., 2017) where the network is divided into two sub-networks. The first one is trained on a large-scale dataset to identify the type of distortion. The latter uses the output of the first network to predict quality. Gao et al. (Gao et al., 2018) extract features from different layers of models to identify and then obtain a better quality score.

Image Quality for Vision Algorithms: Schlett et al. (Schlett et al., 2020) surveyed the progress in FIQA. Chen et al. (Chen et al., 2014) extracted different features from the input image and computed the final quality score as the weighted sum of the score obtained from each feature. Rowden (Best-Rowden and Jain, 2017), (Best-Rowden and Jain, 2018) presented 5 different variants of face image quality assessment. In their experiment, three quality scores for ground truth data are determined by human assessment. In one variant, a face recognition model was used to determine the quality of the image. Face embedding is used in the face recognition model and quality assessment models. Shi et al. (Shi and Jain, 2019) proposed to compute probabilistic metrics where mean of embedding is used as feature representation, and variance is used as a quality indicator. SER-FIQ uses a similar approach (Terhorst et al., 2020) where the sigmoid of negative Euclidean distance between every pair of embedding is used to determine the quality of the image. Embeddings for an image are obtained by using dropout.

There is limited work available for assessing the quality of images for object detection. A no-reference model (Kong et al., 2019) has been proposed to predict the quality of images for object detection. An image compression algorithm was used to compress individual frames of a video. They proposed a metric
that was a variant of frame detection accuracy commonly used to measure pedestrian detection performance. A regression model based on a bagging ensemble of regression trees was used to train the model. Instead of using a performance-based model, we proposed a new metric that utilizes DCT of features obtained from a convolutional neural network (CNN). We mainly focus on the quality of compressed videos from video surveillance cameras. Videos are compressed using a video compression algorithm. DCT on the output of convolutional layer has been used before by Ghosh et al. In their work, the idea behind using DCT was for early convergence and obtaining sparse matrix weight for CNN. In our work, we are using DCT on features to find the information loss.

3 METHOD

In recent face quality assessment algorithms (Schlett et al., 2020), performance-based metrics are used to assign quality labels to images. But using performance metrics as labels is not as simple in object detection. We are describing below why using performance-based labels or compression parameters can result in poor quality labels.

- Object detection is a classification as well as a localization problem. It locates one or more objects present in the image and identifies the class of each object. The output is a bounding box and classification score for each detected object. Performance is defined based on confidence score and Intersection over Union (IoU) with ground-truth. Using an average classification score, average IoU, or a combination of both does not result in suitable labels. There are two problems with this. First, deep learning-based object detectors are miscalibrated (Guo et al., 2017) and show overconfidence in prediction. Second, the average classification or localization score (IoU) does not consider missed detections, a common problem with increased compression.

- Average precision (AP) is the commonly used performance metric in object detection. It takes into consideration the precision and recall of detection results. But it is not a good measure for a single image or frame of a video. Figure 2 shows object detection results on a frame of a video that is subject to two different levels of compression, low and high. Low compressed image has double detection resulting in False Positives (FP), but the high compressed image has False negatives (FN). AP for both images is approximately the same despite having very different detection results. Using AP as the quality label will assign the same score to both images. Assigning the same quality label to both images will not be right as the loss in information caused FN while FP is mainly because of the detector’s miscalibration.

- Object detectors show low performance on images (Ren et al., 2015) containing small objects and occluded objects. The lower performance in such scenarios is because of object detectors’ properties and not always the result of compression. Since our primary focus is on information loss because of compression, the quality metric should not consider object detector biases.

Because of these limitations, instead of using the performance-based metrics, we proposed a new metric for assigning labels to the frames of a video. In this paper, we use the term image to refer to a video frame.

3.1 Modeling Quantization Error from H.264 Compression

H.264 uses intra-frame and inter-frame prediction to reduce the information redundancy in spatial and temporal domains. A block diagram of the compression procedure is shown in Figure 3. A frame of video is divided into macro-blocks. Motion estimation and prediction are used to predict a macro-block. The difference between predicted and actual macro-block is used to calculate the residual block. This step is known as motion compensation. Let \( B_o \) be the original block, and let \( B_p \) be the predicted block, then the
residual block $B_r$ is defined as

$$B_r = B_o - B_p$$  \hspace{1cm} (1)  

The residual is transformed using an approximation of DCT, called Integer Transform, to obtain the frequency coefficients. These coefficients are quantized and rounded to the nearest integer. This operation results in loss of information that cannot be inverted. The amount of quantization is defined by Quantization Parameter ($Q$). Let $q$ be the quantization parameter. Then the quantized coefficients $Q$ are obtained as:

$$Q = \text{Round} \left( \frac{\text{DCT}(B_r)}{q} \right)$$ \hspace{1cm} (2)

A bitstream encoding ($E$) is applied to the $Q$ and then encoded data is transmitted. The decoder does the inverse of the encoder process to obtain the quantized coefficients. Note that the encoding is a lossless invertible process.

$$Q = E^{-1}(E(Q))$$ \hspace{1cm} (3)

Initially, the received quantized coefficients are inverse scaled with $q$ and then the inverse transform is applied to reconstruct the residual block. Let $\hat{B}_r$ be the reconstructed residual block,

$$\hat{B}_r = \text{DCT}^{-1}(Q \star q)$$ \hspace{1cm} (4)

The reconstructed residual block and predicted block are added to get the compressed block. The predicted block is identical to the one used at the encoder. The reconstructed block (compressed) $B_c$ is obtained as

$$B_c = \hat{B}_r + B_p$$ \hspace{1cm} (5)

The reconstructed block has undergone loss in quality due to quantization and rounding in the encoding process, which are non-invertible operations. We hypothesize that a measure of image quality can be attributed to the amount of quantization error that has occurred during the H.264 encoding-decoding process. From equation 2 and 4, we have:

$$\text{DCT} (\hat{B}_r) = \text{Round} \left( \frac{\text{DCT}(B_r)}{q} \right) \star q.$$ \hspace{1cm} (6)

Considering that DCT is a linear operation, from equation 5, we have:

$$\text{DCT}(B_c) = \text{Round} \left( \frac{\text{DCT}(B_r)}{q} \right) \star q + \text{DCT}(B_p).$$ \hspace{1cm} (7)

In general a compression loss occurs for $q > 1$. If we consider rounding to be a rounding down operation of $\text{round}(a/q) \star q$, we have $a \geq \text{round}(a/q) \star q$ for $q > 1$. Using round operation properties, we have:

$$DCT(B_c) \leq \left( \text{Round} \left( \frac{DCT(B_r)}{q} \right) + \text{Round} \left( \frac{DCT(B_p)}{q} \right) \right) \star q.$$ \hspace{1cm} (8)

Since $\text{round}(a + b) \leq \text{round}(a) + \text{round}(b)$, we have:

$$DCT(B_c) \leq \left( \text{Round} \left( \frac{DCT(B_r) + DCT(B_p)}{q} \right) \right) \star q.$$ \hspace{1cm} (9)

So the relation between the DCTs of the compressed block and original is given by:

$$DCT(B_c) \leq \text{Round} \left( \frac{DCT(B_o)}{q} \right) \star q.$$ \hspace{1cm} (10)

An estimate of the quantization error can be obtained by computing

$$E_q = \frac{DCT(B_o)}{DCT(B_c)}.$$ \hspace{1cm} (11)

From equation 11, we observe that a measure of the quantization error involved in the H.264 process can be obtained by consider the ratio of the DCT’s of the original and reconstructed image blocks.

### 3.2 Quantifying Loss in Information in CNNs due to H.264 Compression

Deep learning algorithms have shown significant improvements in the performance of object detection tasks. Convolutional Neural Networks (CNNs) are at the heart of these methods and are used for feature extraction, localization, and classification. A convolution operation is applied using a filter followed by an activation function. CNNs learn a set of filters via optimization process. These filters extract important information from images by applying the following operation

$$I(x,y) \odot h = \sum_{i=-L/2}^{L/2} \sum_{j=-L/2}^{L/2} I(x+L/2, y+L/2) * h(i, j),$$ \hspace{1cm} (12)

where $\odot$ is convolution operation, $I$ is the image and $f$ is a CNN filter of size $2L + 1$. Note that while these
are referred to as convolution functions, the operation actual computes the correlation between the image function \( I \) and filter \( h \).

Our metric is based on the assumption that compression artifacts will change features extracted from images. There are activations at background areas with increased compression and no activations for some objects present in the image.

Let us consider a 1D function \( f \in \mathbb{R}^{1 \times N} \) and a filter \( h \). If we consider the type-II periodic extension of the function \( f^{2N} \in \mathbb{R}^{1 \times 2N} \), we have

\[
\hat{f}^{2N}(n) = \hat{f}((n)_{2N}) + \hat{f}((-n - 1)_{2N}) \quad \forall \ k \in [0, 1, \ldots, 2N - 1].
\]

We know that DCT can be expressed in terms of the 2N point Fourier transform as:

\[
F^2(k) = c F^{2N}(k) \quad \forall \ k \in [0, 1, \ldots, N - 1],
\]

where \( c = \exp(-j \pi k/2N) \), \( j \) is the complex number \( \sqrt{-1} \), \( F^2(k) \) is DCT of \( f \) and \( F^{2N}(k) \) is the Fourier transform of \( f^{2N} \).

If we consider the Fourier transform of the correlation between \( f^{2N} \) and a filter \( h \), by correlation theorem we have,

\[
\mathcal{F}\left(f^{2N} \otimes h\right)(k) = F^{2N}(k).H^*(k) \quad \forall \ k \in [0, 1, \ldots, N - 1],
\]

where \( \mathcal{F}(\cdot) \) is the Fourier transform, \( \ast \) is the conjugate and \( H(k) \) is the Fourier transform of \( h \).

Now if we consider the periodic extension of an H.264 reconstructed image block \( B_c^{2N} \) (with twice the number of rows and columns) and its correlation with a filter \( h \), i.e., the output of convolution layer in the CNN based object detector,

\[
\mathcal{F}\left(B_c^{2N} \otimes h\right)(u,v) = \mathcal{F}\left(B_c^{2N}\right)(u,v).H^*(u,v) \quad \forall \ (u,v) \in [0, 1, \ldots, N - 1].
\]

From equation 14, we can express the Fourier transform in terms of the DCT, as

\[
\mathcal{F}\left(B_c^{2N} \otimes h\right) = 1/c' \ast \text{DCT}\left(B_c^{2N}\right).H^* \quad \forall \ (u,v) \in [0, 1, \ldots, N - 1],
\]

where \( c' \) is a constant. For ease of reading, we avoid using \( (u,v) \) in the following equations. All function that follow can be assumed to be functions of frequency \((u,v)\).

From equation 10,

\[
\mathcal{F}\left(B_c^{2N} \otimes h\right) = 1/c' \text{Round} \left( \frac{\text{DCT}\left(B_c^{2N}\right)}{q} \right) \cdot q.H^* \quad \forall \ (u,v) \in [0, 1, \ldots, N - 1].
\]

This can be rewritten as:

\[
\mathcal{F}\left(B_c^{2N} \otimes h\right) \leq 1/c' \text{Round} \left( \frac{\text{DCT}\left(B_c^{2N}\right) \cdot H^*}{q.H^*} \right) \ast q.H^*.
\]

Considering the similarity between equation 10 and 20, we infer that the loss in information due to the quantization of a DCT block with a quantization value of \( q \) has the effect of quantizing the 2N point DFT of the output from the first layer of CNN (with a filter \( H \)) with a quantization value of \( (q \cdot H^*) \).

Similar to equation 11, the loss in information due to the quantization error in the H.264 process can be estimated as:

\[
E_i = \frac{\mathcal{F}\left(B_c^{2N} \otimes h\right)}{\mathcal{F}\left(B_c^{2N} \otimes h\right)}. \quad (21)
\]

### 3.3 Metric Computation

In H.264 compression process, images are transformed to YCbCr color space before encoding. Since YCbCr is a linear combination of RGB channels; we ignore this and compute the metric on RGB images. Each block in the image undergoes a different amount of quantization depending on the content. However, quality is usually expressed as an accumulated mean of these quantization values. To account for this, we compute the metric on complete images instead of processing each block.
Furthermore, convolution layer has multiple filters. In our work, the ratio is calculated for each filter of the first convolutional layer of the deep neural network. To get a single score representing the image’s quality, we use the mean of the above-defined ratio for all filters as a quality label. Figure 4 shows the block diagram of obtaining training labels of an image.

In this work, we are using Faster-RCNN (Ren et al., 2015) backbone for feature extraction. Faster-RCNN network backbone is a ResNet network that is pre-trained on image classification dataset and then fine-tuned on COCO (Lin et al., 2014) dataset. The network helps to select features that are relevant to object detection.

4 EXPERIMENTS

4.1 Dataset

In this paper, we are using videos collected from video surveillance scenarios (Aqqa et al., 2019). We used 11 videos consisting of 5 different scenes, including indoor and outdoor scenarios. The dataset is compressed using H.264 using 4 bandwidths and 5 constant rate factor (CRF) values to obtain videos showing variations in quality. For each video, there are 20 compressed variants. There are 10 videos of average length 5 minutes and 1 video of length 2 minutes 30 seconds. The dataset has a total of 92890 frames. The resolution of 7 videos is 1920*1080, and 4 videos are of resolution 1080*584.

4.2 Evaluation

The idea behind the proposed metric is to assign quality labels to images. Higher values indicate higher quantization loss and lower quality. Conversely, lower values imply better quality. We compute the correlation between the proposed metric and object detection performance metric, AP, to validate the proposed quality metric. AP is not well defined for individual frames so we calculate it over the non-overlapping window of 100 frames in each video. In this paper, we are using Faster-RCNN (Ren et al., 2015) for object detection.

Since our metric is defined for each frame, a mean of quality over 100 frames is used to assign quality label for that window. Table 1 shows a comparison of 6 commonly used quality metrics (Beniwal et al., 2019) and their correlation with object detection performance metric. Of the six metrics, two are full-reference metrics, and four are no-reference quality metrics. SSIM (Wang et al., 2004), and PSNR are full-reference metrics that are commonly used for determining image quality. Blockiness is a no-reference metric that uses the ratio of differences in luminance of pixels in inter and intra-pairs. Blur (Mu et al., 2012) focuses on spatial artifacts introduced because of the removal of high-frequency components. The detail of metric noise is given in (Janowski and Papir, 2009). Contrast shows how distinguishable the objects are from the background.

We used Pearson linear correlation coefficient (LCC), Spearman’s rank correlation coefficient (SRCC), and Kendall’s rank correlation coefficient (KRCC) to validate the proposed metric. In Table 1, our proposed metric shows higher LCC values compared to other metrics. SRCC and KRCC values for PSNR and the proposed metric are very close. The results are calculated over the complete dataset.

Aqqa et al. (Aqqa et al., 2019) showed that object detection model’s performance dropped at higher quality.
compression. We created two subsets of the dataset to analyze correlation further. The first subset includes video compressed at CRF-35, CRF-41, and CRF-47. The second subset has video compressed with CRF-41 and CRF-47. The correlation results are shown in Table 2. The results show the drop in correlation for all metrics with increased compression. But, our metric shows relatively lower drop than the other metrics. With an increase in compression, object detection models show high detection variation between consecutive frames. One reason can be the loss of important information because of compression that makes an object more detectable. It is difficult to capture the variation in quality between consecutive frames of a video by quality metrics. But, the proposed quality metric shows relatively less decrease in correlation at higher compression. These results validate the idea that the proposed metric provides a correlation between image quality and object detection performance.

While metrics such as PSNR and Blockiness also show a high correlation to the AP, these are computed independent of properties of the object detection model. A model trained to extract better features from the image will change performance. Our metric is dependent on the features extracted from the deep learning models and will vary based on features. But, the value of PSNR and Blockiness would remain the same. Since our goal is to determine the performance of algorithms, quality should change with the algorithm. This makes the proposed metric more appropriate.

5 PREDICTION

The proposed metric is a full-reference metric defined based on features from original and compressed videos. In real-world scenarios, uncompressed images are not available for each image. The performance of vision algorithms needs to be determined based on the compressed image. In this section, we develop a model that predicts the quality of images. The predicted quality correlates with object detection models’ performance.

5.1 Model

We trained a regression model to predict the quality of an image. A network inspired by AlexNet architecture (Krizhevsky et al., 2012) is used for our regression model. It includes 5 convolutional layers and 4 fully-connected layers. The network is not pre-trained on any other dataset. Input to the network is a 224*224 patch from the image. Although we are using the original images to obtain the quality label, the regression model only needs compressed images for predicting image quality. The model is trained with SGD optimizer and mean squared error loss function. The network is trained for 50 iterations. Videos are obtained from fixed cameras with a constant background. It can create a bias towards the background features. We perform regularization through data augmentation to avoid this, allowing the...
model to learn features related to compression artifacts. We randomly select a 224 x 224 patch from the image to extract training features, and the label for the patch is the quality computed for the image. During testing, we need to sample patches to calculate the metric. Depending on the image features, patches from the same image can produce different quality metrics. It is imperative to select patches that contribute the most towards the feature extraction process in the CNN layers. These tend to be locations in the feature maps that are extracted from the intermediate layers and produce either a high or low value in activation. We take activation maps from intermediate layers, construct a 2D probability map using a non-parametric approach, and sample points to localize patches that contribute the most towards the feature extraction process. We select two patches from the image, pass them through the regression model, and compute the quality of the image as a mean of the regression values obtained. We selected 8 videos from 3 different scenes to train our model. We randomly selected 26240 frames from the dataset. The dataset contains compressed images with 4 bandwidths and 5 CRFs values. The rest of the data is used for testing.

### 5.2 Evaluation

Following evaluation metrics that are commonly used to quantify the performance of regression models, we use Mean Squared Error (MSE), Mean Absolute Error (MAE), LCC, SROCC and KCC to understand the performance of the prediction model. A higher value of correlation implies good performance. The results are summarized in Table 3. As shown in Table, the predicted values correlate with ground-truth labels of quality. The videos from library scene show less correlation as compared to other metrics. These videos contain 1 or 2 objects in a frame. The objects are of smaller size as compared to other videos. The amount of compression is less as compared to other videos. Figure 5 shows the prediction result for images compressed at different compression levels. With increase in compression, the quality value increases. Increase in proposed metric value indicates higher quantization loss and poor image quality.

In our methods, we need uncompressed and compressed images to assign quality labels to images. Object detection datasets e.g. COCO dataset (Lin et al., 2014) and Pascal object dataset (Everingham et al., 2010) have images collected from different sources and are already compressed. Instead of using a different dataset, we excluded 2 scene containing 3 videos from the training data. The excluded video contains both indoor and outdoor scenarios. We evaluated our regression model on these 3 videos and results are shown in Table 4. The results show that videos from indoor scenarios show a lower correlation than other videos. Video showing poor performance has objects of small size, and lighting conditions are really different compared to videos used for training. It can make generalization difficult and result in poor performance. MSE and MAE values show the difference between predicted and correct values. Higher values imply less accurate predictions. The difference between MAE and MSE loss suggest that we can use the model on unseen videos.

### 6 Conclusion

In this paper, we proposed a quality metric based on the features extracted from deep learning models. The proposed metric correlates with object detection models’ performance. The results show that the proposed
metric correlates better at higher compression than SSIM and PSNR. One advantage of our metric is that it depends on both image and model used for feature extraction. The metric will change based on features extracted from images. In the future, we will focus on determining the quality of image patches.
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