Relevance-based Channel Selection for EEG Source Reconstruction: An Approach to Identify Low-density Channel Subsets
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Abstract: Electroencephalography (EEG) Source Reconstruction is the estimation of the underlying neural activity at cortical areas. Currently, the most accurate estimations are done by combining the information registered by high-density sets of electrodes distributed over the scalp, with realistic head models that encode the morphology and conduction properties of different head tissues. However, the use of high-density EEG can be unpractical due to the large number of electrodes to set up, and it might not be required in all the EEG applications. In this study, we applied relevance criteria for selecting relevant channels to identify low-density subsets of electrodes that can be used to reconstruct the neural activity on given brain areas, while maintaining the reconstruction quality of a high-density system. We compare the performance of the proposed relevance-based selection with multiple high- and low-density montages based on standard montages and coverage during the reconstruction process of multiple sources and areas. We assessed several source reconstruction algorithms and concluded that the localization accuracy and waveform of reconstructed sources with subsets of 6 and 9 relevant channels can be comparable with reconstructions done with a distributed set of 128 channels, and better than 62 channels distributed in standard 10-10 positions.

1 INTRODUCTION

Since the first report of human EEG recordings done by Hans Berger in 1929 (O’Leary, 1970). The EEG signals have been considered a window to the human brain and their analysis as a powerful tool to understand the multiple brain processes. EEG signals can be used to estimate the properties of the underlying brain activity, generally its localization and waveform, this process is often referred to as source reconstruction (Phillips et al., 1997). The accurate reconstruction of the brain activity requires solving the forward and inverse problems. Briefly, the forward problem solution consists of modelling the interaction between a large population of neurons at the brain cortex and the electrical field that is recorded. Multiple methods, like Finite Element Modelling (FEM) and Boundary Element Modelling (BEM) based on Magnetic resonance imaging (MRI) head images allow to obtain realistic representations of the brain and the accurate modelling of source-electrode interaction (Hallez et al., 2007). In contrast, the inverse problem solution is the estimation of the brain activity properties by using the information registered by the electrodes and the forward model solution (Michel and Brunet, 2019).

The number of electrodes plays a key role in source reconstruction and it is a well established fact that a high number of electrodes allows obtaining a better estimation of the source activity. However, the EEG electrode distribution was mostly conceived based on coverage and not based on their contribution to accuracy. With a wide coverage is possible to attain a better overview of the brain activity over the entire head, and compare it between both hemispheres to obtain lateralized information. In 1958, the 10-20 electrode positioning systems was introduced to facilitate the standardization of EEG recordings and benefit the comparison of findings in the scientific community (Jasper, 1958; Ten, 1961). Years afterwards, the 10-10 electrode positioning system (Chatrian et al., 1985) was presented as an inherent extension of the 10-20 system, which allowed covering the scalp with more electrodes. In 2001 this electrode layout was extended by the introduction of the 10-5 system (five percent electrode system for high-resolution EEG) (Oosten-
veld and Praamstra, 2001), for which an extended nomenclature and location for up to 345 channels was proposed. However, the 10-5 electrode positioning system is not the only scalp distribution to reach hundreds of channels; other electrode distributions like the radial (BioSemi BV, Amsterdam, Netherlands), and geodesic (Electrical Geodesics, Inc., USA) allow recordings with up to 256 channels.

At the time of the introduction of the 10-5 system, it was known that the inverse solution required a higher number of electrodes to obtain more reliable reconstructions (Phillips et al., 1997). The number of channels for source reconstruction has been investigated in (Song et al., 2015; Sohrabpour et al., 2015). It has been proven that the use of high-density EEG systems favors the localization of brain sources compared to low-density ones. Particularly in (Sohrabpour et al., 2015) the authors presented a study with epileptic patients, where it was concluded that adding electrodes improves the accuracy. However, continuing to add channels beyond a certain point did not significantly improve the localization accuracy and which starts plateauing at that point. There is not a written consensus of what is and what is not high-density EEG, however, in (Seeck et al., 2017) it was suggested that high-density EEG can be considered between 64 to-256 channels. It is generally accepted that systems with 60 or more electrodes can be regarded as high-density EEG, while systems with 32 or below might be considered low-density EEG.

Some authors have investigated whether low-density arrays can accurately localize brain sources, (Jatoi and Kamel, 2018), where localization errors around 14 mm were obtained by using Multiple Sparse Priors (MSP) with a low-density montage of 7 electrodes. (Soler et al., 2020b) applied pre-processing with frequency decomposition techniques to improve source reconstruction with low-density electrodes arrays of 32, 16, and 8 channels. However, the aforementioned studies do not provide a rational criterion for selecting which electrodes will best contribute to accuracy from the considered EEG coverage.

In this study, we investigate the use of a data-driven relevance-based selection criteria for EEG channels to obtain low-density subsets to be considered during source reconstruction. Starting from high-density electrode layouts, we investigate the effect of reducing electrodes based on coverage, the use of the standard electrode montages, and our proposal based on relevance. Finally, we compare the reconstruction quality in terms of localization accuracy and correlation of the source activity, and provide a discussion over the results and the significance of using low-density electrode arrays in source reconstruction.

2 MATERIAL AND METHODS

2.1 Forward Modelling

EEG is an indirect measurement of the post-synaptic activity that takes place in the cortical areas; thousands of neurons should fire in synchrony to be able to obtain a measurable electric field at the scalp. It is because the local field potentials produced by extra-cellular currents of a large population of neurons (sources) propagate through different tissues attenuating their strength before reaching the scalp. The forward modelling is the representation of the relationship between the source activity and the electrical potential that can be measured by electrodes at the scalp. To accurately represent such complex relationships, the forward modelling considers the different head tissues and the flow of the electrical field across them.

To obtain accurate and realistic representations of this relationship, FEM and BEM methods combine tissue segmented MRI head images and the conductivity of the head tissues. The measured EEG can be represented theoretically using the forward equation in eq. 1. Where $M$ is the forward model (also know as lead field matrix) with dimensions $n$ by $s$ (being $n$ the number of channels and $s$ the number of distributed sources), $y$ with dimensions $n$ by $t$ (being $t$ the number of samples) represents the electrodes measurement of the electric potential generated by the source activity in the cortical areas represented by $x$, with dimensions $s$ by $t$. $\varepsilon$ represents the noise usually presented in the measurements.

$$y = Mx + \varepsilon$$

2.2 Inverse Modelling

In contrast to the forward problem, the inverse problem is the estimation of the source activity from the recorded signals, it is also known as source reconstruction. In the solution of the inverse problem, the lead-field matrix $M$ is known, as it establishes a set of distributed sources over all the cortical areas. The inverse solution is the estimation of the contribution of each source to the recorded EEG. The inverse problem is characterized to be mathematically ill-posed and ill-conditioned ((Hämäläinen and Ilmoniemi, 1994)). It is because the volume of the information available in the EEG recording comes from hundreds of electrodes, in the best cases; a number
which is much lower than the number of unknowns, usually thousands of sources.

Multiple methods based on Tikhonov regularization have been applied to overcome these challenges. Some of the most known and used methods based on regularization are the minimum norm estimation (MNE) (Hämäläinen and Ilmoniemi, 1994), its weighted version (wMNE) (Iwaki and Ueno, 1998; Pascual-Marqui, 2002) to compensate for deep activity, and the standardized low-resolution tomography (sLORETA), which is characterized by the zero error localization in absence of noise (Pascual-Marqui, 2002)). From another perspective, the multiple signal classification (MUSIC) (Mosher and Leahy, 1998) algorithm estimates the localization of a source by identifying the contribution of each source when testing whether its projection (topography) belongs to a signal-subspace or noise-subspace. This particular algorithm is useful to identify the number of active sources and locate them. However, the contribution is calculated using a localizer function, and it is often difficult to identify the true active sources due to the fact that neighbour sources of the true source can lead to a similar topography and similar value in the localizer function. Therefore, to avoid this problem the topography is out-projected and the sources can be calculated one by one in recursive applied MUSIC (RAP-MUSIC). However, the RAP version has an undesired property of leaving large values in the localizer function in the vicinity of already located sources, which produces an overestimation of the number of sources due to some false positive sources. This weakness was improved by applying a sequential dimension reduction of the estimated remaining signal space at each recursion step in the truncated RAP-MUSIC (TRAP-MUSIC) (Mäkelä et al., 2018; Ilmoniemi and Sarvas, 2019). When the localization of the source is estimated by a MUSIC-based algorithm, the source time-course can be estimated using Tikhonov regularization, by constraining the solution to the previous estimated locations.

In this study, we considered five methods for source reconstruction, wMNE, sLORETA, MUSIC, TRAP-MUSIC, and Multiple Sparse Priors (MSP). This method is characterized for offering a low free-energy solution (Friston et al., 2008) and has been investigated over low-density EEG settings in (Jatoi et al., 2014).

We used the "New York Head Model" as the forward model (Huang et al., 2016). It is a six-layer FEM model that considered the conductivity of the scalp, skull, CSF, gray matter, white matter, and air cavities. The model relates 231 channels with a multiple number of sources 75K, 10K, 5K, and 2K. The lead field matrix of 10K sources was used to generate synthetic EEG signals with known ground-truth source activity (see section 2.3) and the lead field matrix of 5K sources was used for inversion, to prevent the so-called inverse crime (Colton and Kress, 2019).

### 2.3 Ground-truth EEG Dataset

A set of three sources with temporal mixing was simulated at different frequencies. Using the following equation:

$$x_i(t_k) = e^{-\frac{1}{2}(\frac{\sigma_i^c}{\sigma_i})^2} sin(2\pi f_i t_k) \quad (2)$$

Each source number $i$ is a Gaussian windowed sinusoidal activity and has an associated frequency $f_i$, time center $c_i$, a Gaussian window width $\sigma_i$, and a location $loc_i$ in a predefined region of the brain. A similar scheme of simulation was used in (Soler et al., 2020b; Soler et al., 2020a). The parameters for each source are presented in table 1.

#### Table 1: Parameters for source simulation.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$i=1$</th>
<th>$i=2$</th>
<th>$i=3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_i$ (Hz)</td>
<td>19</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>$c_i$ (s)</td>
<td>0.5</td>
<td>1.0</td>
<td>1.5</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>$loc_i$</td>
<td>Occipital lobe</td>
<td>Sensory-motor cortex</td>
<td>Frontal lobe</td>
</tr>
</tbody>
</table>

![Figure 1: Example of the time-courses of simulated source activity. The light-gray shapes show the time windows where temporal mixing is present between the sources. Sources $s_1$, $s_2$, and $s_3$ are depicted in red, green, and blue color, respectively.](image)

Although the sources have a predefined region of the brain, the final locations of the sources were
randomly selected from a set of twelve locations in each area, distributed equally for each hemisphere. The source ground-truth simulation process was repeated to obtain 150 trials with different combination of source locations. The synthetic EEG was obtained by using the forward equation (eq. 1), a signal-to-noise ratio (SNR) of \(0dB\) was added to simulate the level of noise typically found in event related potentials ERPs. An example of the ground-truth activity can be seen in figure 1

2.4 Relevance based Channel Selection

We applied the relevance analysis proposed by (Wolf and Shashua, 2005), to select \(k\) most relevant EEG channels to be used for source reconstruction. A time-ROI is selected for each source, and then for each time-ROI, the relevance for each channel is calculated using the Standard Power-Embedded Q-\(\alpha\) algorithm. As three sources were simulated, the \(k = 2\) and \(k = 3\) most relevant channels per each source time-ROI were selected; therefore, the total of electrodes per EEG used during source reconstruction for \(k = 2\) and \(k = 3\) were 6 (we refer as \(Rel - 6E\)) and 9 (we refer as \(Rel - 9E\)) respectively. In figure 2 is summarized the selection procedure and presented the time-ROI times for each source.

By using the Standard Power-Embedded Q-\(\alpha\) algorithm, it is calculated a relevance indicator associated with each channel, this indicator is represented by \(\alpha \in \mathbb{R}(0,1)\), where the values closer to 1 represent the most relevant channels. (Wolf and Shashua, 2005) presented the algorithm for feature selection, being relevance directly related to the clustering quality of features. Here, applied to EEG channel selection, the relevance measures the ability of the channels to capture the underlying neural activity in the time-ROI. Here the algorithm is presented in the context of EEG channel selection. Consider the pre-processed EEG as \(y_1, \ldots, y_T\), such that each row is centered around zero and its L2 norm \(\|y_i\| = 1\). For notation, the term \(P^T\) stands for the transpose of matrix \(P\). Consider \(A_\alpha\) to be the affinity matrix of the inner-product between data points weighted by \(\alpha\) as \(A_\alpha = \sum_{i=1}^{n} \alpha_i y_i y_i^T\). Also consider \(Q\) as an orthonormal \(t\) by \(k\) matrix, whose columns are the \(k\) eigenvectors of \(A\) associated with the highest eigenvalues. To find the channel relevance \(\alpha\) is calculated by solving the optimization problem presented below:

\[
\begin{align*}
\max_{\alpha} & \quad \text{trace} \left( Q^T A_\alpha Q \right) \\
\text{subject to} & \quad \alpha^T \alpha = 1
\end{align*}
\]

which can be solved by applying the Power-Embedded Q-\(\alpha\) algorithm (algorithm 1) adapted for EEG channel relevance. The number of \(r\) iterations was set to \(r = 10\) according to the number of iterations suggested in (Wolf and Shashua, 2005).

Algorithm 1: Power-Embedded Q-\(\alpha\) algorithm.

1: procedure Q-\(\alpha(y)\)
2: \(Q_0 \leftarrow \text{random orthonormal} q \times k \text{ matrix}\)
3: \(r \leftarrow 1\)
4: \(\text{while } r \leq 10 \text{ do}\)
5: \(G_{i,j} \leftarrow (y_i^T y_j) y_i^T Q_{r-1} Q_{r-1}^T y_j\)
6: \(\alpha \leftarrow \text{the largest eigenvector of } G\)
7: \(A_\alpha \leftarrow \sum_{i=1}^{n} \alpha_i y_i y_i^T\)
8: \(Z \leftarrow A_\alpha Q_{r-1}\)
9: \(Q, R \leftarrow \text{QR decomposition of } Z\)
10: \(r \leftarrow r + 1\)
11: \(\text{end while}\)
12: \(\text{return } \alpha\)
13: end procedure

2.5 Standard-based and Coverage-based Channel Distributions

The New York Head forward model in (Huang et al., 2016) considers 231 electrodes positions, of which 161 are located in the scalp according to the 10-5...
Figure 3: Standard-based (top row) and coverage-based (middle and bottom rows) electrode Layouts. The selected electrodes for each layout are marked with a red circle over the 161 electrodes available in the New York Head system, and 70 electrodes distributed between neck and face. To compare the performance of source reconstruction using relevance-based channel selection, we selected multiple layouts based on coverage and standard systems. One of the selected electrode distribution is based on the 161 scalp electrodes of the...
model, we refer to it as $HD^{-161E}$. Two subsets of 19 and 62 electrodes were considered based on the 10-20 and 10-10 standard electrode distribution, we refer to them as $LD^{-19E}(10-20)$ and $HD^{-62E}(10-10)$, respectively. Four more subsets of electrodes were selected based on coverage criteria, one layer in the category of high-density with 128 channels, it is referred as $HD^{-128E}$; the other three are considered low-density, with channel numbers of 32, 16, and 8, they were selected trying to keep an equal coverage of the head, they are referred as $LD^{-32E}$, $LD^{-16E}$, and $LD^{-8E}$. The Figure 3. shows the different standard-based and coverage-based layouts.

### 2.6 Evaluation Procedure

The evaluation procedure is presented in figure 4. It starts with the generation of the ground-truth EEG dataset (section 2.3). The 150 trials are processed separately, for each EEG, the channels are selected according to the three criteria: coverage-based, standard-based, and relevance-based. The selected channels are considered during inverse solution and processed with the five source reconstruction algorithms. The algorithms wMNE, sLORETA, and MSP provide localization and time-course of the sources, while MUSIC and TRAP-MUSIC provided only source localization, however, they can be complemented with Tikhonov regularization constrained to the estimated locations to estimate the time-course activity.

After estimating the brain activity, the localization error for each of the three sources is calculated by using the euclidean distance (equation 4) between the ground-truth $P_i$ and the estimated $P_i$ location. Then, the localization error is averaged between the three sources to provide a single value for the error of localization.

$$LocE = ||P_i - \hat{P}_i||_2$$ (4)

The number of trials in which the localization error with relevance selection was equal or lower than with coverage or with standard-based layouts is proposed to measure at what extend of trials, the relevance selection produced equal or better accuracy compared to the other criteria. We refer to it as the Accuracy Comparison index.

The time course of the sources reconstructed with $Rel^{-6E}$, $Rel^{-9E}$ are extracted and compared with the time courses reconstructed with the denser electrode layout $HD^{-161E}$. To compare them, we used the Pearson Correlation Coefficient:

$$r = \frac{\sum(x_{ij} - \bar{x}_i)(x_{ij} - \bar{x}_j)}{\sqrt{\sum(x_{ij} - \bar{x}_i)^2\sum(x_{ij} - \bar{x}_j)^2}}$$ (5)

where $i$ and $j$ are the location of the sources with the highest amplitudes of two different reconstructions, and $x_{ij}$ and $x_{ij}$ are the time courses.

### 3 RESULTS

The mean and standard deviation of the localization error for the 150 trials is shown in figure 5. The electrode layouts in the x-axis were organized according to the number of electrodes they consider, excepting the $Rel^{-6E}$ and $Rel^{-9E}$ that were located first on the left side. The best accuracy was obtained when using the highest number of electrodes with the $HD^{-161E}$ layout when considering all the scalp electrodes of the forward model. In contrast, the worst accuracy was obtained when using the $LD^{-8E}$ layout. A trend can be seen in the localization error, as the number of electrodes is being reduced, the localization accuracy decreases. However, the trend is abruptly interrupted when considering the results of the channels selected with the relevance criteria.

The localization error of the relevance selection $Rel^{-6E}$ and $Rel^{-9E}$ are comparable to the $HD^{-128E}$ test. Particularly the methods wMNE,
sLORETA, and TRAP-MUSIC, for the relevance cases offer a slightly better localization error mean with similar standard deviation as with the HD – 128E. Here it is remarkable that for the same methods, Rel – 9E kept the mean localization error below 10mm, result that was achieved only with all the electrodes HD – 161 case. The case of the MSP method presents a similar behavior with Rel – 9E compared to HD – 128E, and the MSP accuracy with Rel – 9E was slightly lower than with HD – 128E. In contrast, the MUSIC method was highly affected by the reduction in the number of electrodes. It is a generalized effect for this particular algorithm, regardless of whether the channels were selected with relevance or not; as the number of electrodes is reduced the standard deviation increases.

Table 2, offers the accuracy comparison indexes when considering the percentage of trials that obtained equal or better localization error with relevance criteria Rel – 6E and Rel – 9E, than the other layouts based on standard and coverage criteria. It is remarkable that for methods sLOR, wMNE, and TRAP-MUSIC, Rel – 9E obtained an index between 61% and 68% when comparing with HD – 128E and between 67% and 73% when comparing with HD – 62E(10 – 10), especially considering that Rel – 9E has 119 and 51 fewer channels than HD – 128E, and HD – 62E respectively. In the case of Rel – 6E the results are also noticeable, it uses 122 fewer channels than HD – 128E and 55 less than HD – 62E(10 – 10), and it obtained indexes between 59% and 64% when comparing with HD – 128E and between 63% and 71% when comparing with HD – 62E(10 – 10).

To compare the reconstructed time courses of the estimated source activity, we computed the Pearson correlation coefficient between the reconstructions using Rel – 6E and Rel – 9E and the denser electrode layouts of HD – 161E and HD – 128E. The comparison was done for the reconstructions with the methods that obtained the lowest localization error, sLORETA, and wMNE. The results of the comparison between

<table>
<thead>
<tr>
<th>Methods</th>
<th>Channel Layout</th>
<th>Rel-6E</th>
<th>Rel-9E</th>
</tr>
</thead>
<tbody>
<tr>
<td>sLOR</td>
<td>LD-8E</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>LD-16E</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>LD-19E</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>LD-32E</td>
<td>0.77</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>HD-62E</td>
<td>0.71</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>HD-128E</td>
<td>0.59</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>HD-161E</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>WMN</td>
<td>LD-8E</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>LD-16E</td>
<td>0.95</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>LD-19E</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>LD-32E</td>
<td>0.79</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>HD-62E</td>
<td>0.63</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>HD-128E</td>
<td>0.62</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>HD-161E</td>
<td>0.19</td>
<td>0.21</td>
</tr>
<tr>
<td>MSP</td>
<td>LD-8E</td>
<td>0.91</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>LD-16E</td>
<td>0.90</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>LD-19E</td>
<td>0.75</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>LD-32E</td>
<td>0.67</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>HD-62E</td>
<td>0.57</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>HD-128E</td>
<td>0.49</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>HD-161E</td>
<td>0.21</td>
<td>0.22</td>
</tr>
<tr>
<td>MUSIC</td>
<td>LD-8E</td>
<td>0.82</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>LD-16E</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>LD-19E</td>
<td>0.75</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>LD-32E</td>
<td>0.62</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>HD-62E</td>
<td>0.47</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>HD-128E</td>
<td>0.42</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>HD-161E</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>TRAP-MUSIC</td>
<td>LD-8E</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>LD-16E</td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>LD-19E</td>
<td>0.89</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>LD-32E</td>
<td>0.81</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>HD-62E</td>
<td>0.65</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>HD-128E</td>
<td>0.64</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>HD-161E</td>
<td>0.32</td>
<td>0.41</td>
</tr>
</tbody>
</table>
the aforementioned sets of channels are presented in figure 6. It can be seen that the correlation in all the cases was more than 98% and particularly for the comparisons with Rel – 9E, the correlation values were higher than 99%.

To offer an overview of the relevance-based selected channels we computed the number of times that the channels were repeatedly chosen by the two relevance criteria. The number of repetitions for each channel is shown in figure 7. For relevance analysis, the 231 channels positions of the forward model were considered, including 70 locations in face and neck, however, none of the selected channels were in those areas. It is important to note that the selected channels across trials were distributed between both hemispheres, in which a particular position in the right hemisphere and its equivalent at the left hemisphere obtained similar repetition values. The small differences can be explained by the location of the simulated sources which were selected randomly from a pre-set of sources for each brain area, equally distributed between both hemispheres.

4 DISCUSSION AND CONCLUSIONS

With the introduction of relevance criteria for channel selection, a subset of selected channels, with a sparser number far from high-density EEG, can reconstruct a set of sources in the brain with comparable quality as a high-density number of channels. The reconstruction quality obtained with relevance channel selection can be comparable to using a set of 128 channels, and better than 62 channels in terms of the localization error. Moreover, in terms of the time-courses similarity, the high level of correlation obtained between the reconstruction with the relevant channels and the densest coverage-based layouts supports the hypothesis that relevance-based channel selection criteria can be comparable with high-density to reconstruct a particular brain activity.

The aim of this work is not to discourage the use of high-density EEG systems, it is rather to offer an alternative technique to select and reduce the number of electrodes for source reconstruction while keeping the quality. In situations where for practical reasons high-density systems are not applicable or affordable, low-density EEG solutions designed with relevance criteria will favour portability and reduce the volume of data while achieving the same quality as the high density solutions. These traits will enable the development of much needed EEG tools for medical diagnosis and non-medical applications. The results of this research suggest the application of this analysis in cases in which apriori known areas of the brain are going to be monitored and it is not possible or difficult to constantly measure with a high-density system. For example, in Brain-computer interfaces (BCI) systems based on source reconstructed activity (Edelman et al., 2016; Lindgren, 2017) or Mobile Brain Imaging (MoBI) applications in which the recordings are taken out of the lab (Gramann et al., 2011; Lau-Zhu et al., 2019).

It is important to consider that the selected electrodes based on relevance criteria are relevant on the basis of the particular source activity in which the analysis is applied. It must not be mis-interpreted that a selected set of electrodes can be used for mapping all the cortical regions. In such cases, to estimate a generalized activity over the brain, high-density is proven to be effective regardless of the area of the brain activity.

It is important to note that multiple channels that were repeatedly selected were located in positions out of standards 10-10, and 10-20, which supports the idea that multiple locations in non-standard positions contribute to improving the reconstruction quality. Unfortunately, these positions are generally available only in denser layouts and EEG caps. However, the use of head models including intermediate positions can be combined with the physical adjustment of the positions of the electrodes of a system to the relevant selected ones, in order to monitor a particular brain activity.

The proposed relevance-based channel selection for source reconstruction remains to be verified over real signals, further studies on multiple recording paradigms and analysis of different brain activity re-
responses should be done in order to validate the proposed selection over a more realistic scenario. However, the presented framework for source and EEG simulation in this study simulates signals with similarities to ERPs as can be seen in figure 1. In addition, considering that the level of noise added to the signals had equal power than the signal, the trial data simulated here can be regarded as having a similar SNR to typical ERP signals.

In this study, we introduced the concept of relevance for channel selection applied in specific time windows (time-ROI) in which the underlying activity was registered by the EEG recordings and compared the performance of multiple high-density electrode arrays, standard montages, and low-density versions based on coverage criterion. We can conclude that the localization accuracy and waveform of reconstructed sources with subsets of Rel $-6E$ and Rel $-9E$ relevant channels are comparable with reconstructions done with coverage-based distributed sets of HD $-128$ channels, and better than $62E(10-10)$ channel layout for a particular brain activity.
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