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Abstract: Estimating 3D hand pose and object pose in real-time is essential for human-robot interaction scenarios like handover of objects. Particularly in handover scenarios, many challenges need to be faced such as mutual hand-object occlusions and the inference speed to enhance the reactivity of robots. In this paper, we present an approach to estimate 3D hand pose and object pose in real-time using a low-cost consumer RGB-D camera for human-robot interaction scenarios. We propose a cascade of networks strategy to regress 2D and 3D pose features. The first network detects the objects and hands in images. The second network is an end-to-end model with independent weights to regress 2D keypoints of hands joints and object corners, followed by a 3D wrist centric hand and object pose regression using a novel residual graph regression network and finally a perspective-n-point approach to solve 6D pose of detected objects in hand. To train and evaluate our model, we also propose a small-scale 3D hand pose dataset with a new semi-automated annotation approach using a robot arm and demonstrate the generalizability of our model on the state-of-the-art benchmarks.

1 INTRODUCTION

Hand and object pose estimation is an active research field for applications like robotics, augmented reality, and manipulation. 3D hand pose estimation and 6D object pose estimation have been addressed independently. Nevertheless, combined hand and object pose estimation enhances the mutual occlusions and this is yet to be solved for real-time applications. In this work, we aim to introduce a pipeline to estimate both hand pose and object pose for interaction scenarios. In robotics applications like bidirectional handover of objects, reactivity, reliability, and safety are highly significant. This can be achieved by precise estimation of fingertips and object pose in real-time. The state-of-the-art works rely heavily on deep learning architectures for 3D hand pose estimation (Zimmermann and Brox, 2017; Mueller et al., 2018; Iqbal et al., 2018; Ge et al., 2019), 6D object pose estimation (Tekin et al., 2017; Peng et al., 2018; Li et al., 2018; Wang et al., 2019; Park et al., 2019; Labbé et al., 2020; Tremblay et al., 2018), and unified hand and object pose estimation (Doosti et al., 2020; Hasson et al., 2019; Hasson et al., 2020; Tekin et al., 2019).

The works (Yang et al., 2020; Rosenberger et al., 2020) propose unique solutions for applications like the handover of objects. These works rely on segmentation networks to obtain the region of hands and objects and later forward the region to the respective grasp pose refinement model. Although the segmentation networks are reliable, the inference speed is slow without proper hardware resources.

In this paper, we present an approach to regress 3D hand pose using deep learning architecture and compute 6D object pose estimation as illustrated in Figure 1. The first network is an independent object detection model to recognize the region of hands and objects. The second network consists of two different deep learning models that can either be trained end-to-end or independently to infer 2D hand pose, 3D hand pose, 2D object corners, 3D object corners and a perspective-n-point solver for 6D object pose.

In this work, we introduce a two stream hourglass network for 2D pose and a novel network for 3D hand pose regression using graph convolutional networks. To train deep learning architectures, datasets are highly significant and there exist quite a few benchmarks for hand object pose estimation. Most of the benchmarks rely on a manual annotation process and it is quite tedious, time-consuming, and costly. We also introduce a new semi-automatic labeling process for 3D hand pose estimation.
2 RELATED WORK

In this section, we review the deep learning-based state-of-the-art techniques for 3D hand pose estimation, 6D object pose estimation, unified reconstruction of a hand-object pose, and well-known benchmarks.

2.1 3D Hand Pose Estimation and 6D Object Pose Estimation

The earliest work to estimate 3D hand pose using deep learning (Zimmermann and Brox, 2017) proposes a cascaded architecture consisting of segmentation network, pose network, and pose-prior network. Segmentation network localizes the region of the hand, the segmented region of the interest is forwarded to pose network to obtain 2D score maps of hand joints and finally 2D keypoints are lifted to 3D using a pose-prior network with viewpoints. The architecture is evaluated on the rendered hand pose dataset which is purely synthetic and suffers from generalization issues on real images. To obtain better generalization, the work (Mueller et al., 2018) proposes a technique that transforms the synthetic dataset such that it resembles real-world images. It is possible that the detected keypoints are not completely accurate due to occlusions, which is further refined by deep iterative matching (Li et al., 2018). The 6D object poses for semantic grasping (Tremblay et al., 2018) works in a similar two-staged process of 2D keypoint detection using a CNN architecture and PnP-based object pose estimation. The model is completely trained on a synthetic dataset, generalized well on real-world images and the model is quite simple and applicable in real-time. Further improvement is shown in (Wang et al., 2019) by fusing both RGB and depth information. The Multiview multi-object pose estimation (Labbé et al., 2020) is very robust and it is handled in three stages. In the first stage, 2D regions and respective initial 6D object poses are obtained for all views and then these objects are matched to recover a single consistent view and objects in the scene and camera poses are refined globally.

Unified Hand + Object Pose Estimation. The
Figure 2: The pipeline of the training dataset generator. A camera is attached to the tool center point (TCP) of a robot arm and captures the scene. The current environment is included as a collision map. New camera viewpoints can be calculated with the captured information. There are reachable viewpoints (green) and unreachable viewpoints (red) as the robot motion is restricted. The selected center point (blue) is used for viewpoint calculation. From each reachable viewpoint, point clouds, as well as images, can be captured and used for the semi-automatic labeling process.

The single-shot neural network (Tekin et al., 2019) recognizes the 3D hand pose and 3D object pose. In addition to 3D pose features, the network recognizes the action performed. This network drops the idea of computing 2D and 3D correspondences to compute 6D pose using PnP and instead results from the direct 3D coordinates of the bounding box around the 3D object. For applications like the handover of objects or grasp applications, the 3D keypoint representation might be insufficient. For such application, hand and object meshes are reconstructed (Hasson et al., 2019). The drawback is that the architecture trained on purely synthetic data and the retrieved object meshes are not refined. To further improve the accuracy Graph UNet (Doosti et al., 2020) based architecture is proposed. The initial 2D keypoints detections are refined using graph convolutional networks and then adaptive UNet transforms them to 3D predictions of both hand and 3D object pose.

2.2 Hand + Object Benchmarks

There exist quite a few datasets for 3D hand pose and 6D object pose estimation. 3D Hand pose is annotated on real images using manual (Sridhar et al., 2016; Mueller et al., 2017), semi-automatic (Zimmermann et al., 2019), complete automatic (Simon et al., 2017) annotation processes, and on synthetic (Mueller et al., 2018; Zimmermann and Brox, 2017) images using automated process. 6D object benchmarks like LINEMOD (Hinterstoisser et al., 2012) dataset is manually labeled, and it consists of around 1100 frames containing 15 texture-less objects. Later a large-scale YCB video dataset (Xiang et al., 2018) with a semi-automated annotation process for 6D object pose estimation is introduced with 21 textured objects containing 80 video sequences for training and 12 video test videos. This dataset is widely applied in many state-of-the-art works.

For hand object manipulations, several datasets with hand and object pose have been proposed. (Hasson et al., 2019) introduce an ObMan dataset with hands grasping objects. The large-scale dataset consists of 150,000 images that are synthetically generated. First-person hand action (Garcia-Hernando et al., 2018) dataset provides hand object interaction of daily actions with 3D hand joints and object pose. The drawback is that the dataset is captured by attaching magnetic sensors to the subject’s hand and object, which in turn modifies the appearance features on RGB images. Very recently HO-3D (Hampali et al., 2019) dataset is open-sourced with hand object interactions using the objects from the YCB dataset. The dataset consists of highly occluded automatic annotations, and it is very suitable for real-world hand object interaction scenarios. The ContactPose (Brahmbhatt et al., 2020) dataset is also a large-scale dataset containing 2.9 million images of human hands grasping objects with contact maps and this dataset is captured using 3 Kinectv2 RGB-D cameras with known household objects with markers. In (Ye et al., 2021), object handovers from human to human is extensively evaluated and also introduces a dataset with 18k handover videos.
3 Semi Automatic Training Instances

The hand pose estimation depends on the quality of training data from the environment, e.g. a higher data variety increases robustness. If data with later used camera sensors exist, the performance increases in a real-world scenario. However, the creation of labeled training data is tedious and time-consuming so we automatize parts of the process to decrease creation time. For this purpose, we need sensors to detect camera poses, as well as a concept for camera movements. This leads to the idea of using a robot arm and attaching a camera to it. The following section describes the setup and the data creation pipeline in more detail.

3.1 Scenario Setup

We need to change and measure camera poses, as flexible and accurate as possible, to ensure a high training data quality. Thus, our pipeline is based on a robot arm and a RGB-D camera sensor. The robot shall move the camera to different poses to get different viewing angles while measuring the position of the camera. The TCP of the robot includes maximum freedom of movement and thus we attach a camera near to it. (The exact camera pose is determined by robot sensors and a camera calibration which has to be executed beforehand. Furthermore, the robot has to know its environment to guarantee collision freeness. Thus, our robot controller includes a static map of the environment. Furthermore, the current camera view is added to the collision map. However, more details on collision maps and robot control are out of the scope of this work.

3.2 Pipeline

Our semi automatized dataset creation pipeline consists of two main stages. The first stage is used to capture images and generate new camera poses. The saved data is forwarded to the second stage, a post-processing pipeline that uses all captured information to generate training data. Figure 2 visualizes the pipeline with a sample scenario.

3.2.1 Move and Capture

At first, we put the object of interest near the robot and align the camera to the object. We want to generate landmarks for hand-tracking, thus our object of interest is a human hand. After the first captured image and pose, the hand has to stay as static as possible.

Now, a computer transforms the captured information into a visualizer using the robot frame as the origin. An external operator uses a GUI to set a point as the center point for the next camera viewpoints. Next, the object with respect to the center point has to be captured from different viewing angles. However, we could use random camera poses. Instead, we need a predictable motion of the robot to increase the safety level. We define a sphere with the initial camera pose. The resulting sphere corresponds to a set of infinite viewpoints around the center point. We discretize the viewpoints using a pre-defined angle distance, e.g. 10°. The resulting points are the next camera poses in world coordinates. The pipeline captures for each of the viewpoints the coordinates of the camera as well as a 3D point cloud. The camera pose is used to transform the information into the robot coordinate system; respectively all point clouds are transformed into the same coordinate system leading to a stitched point cloud. Next, we post-process the captured data.

3.2.2 Post Processing

The post-processing uses the point clouds, captured 2D images as well as camera transformations as input data. Additionally, a template of desired landmarks is required. It is not guaranteed that all landmarks are visible in each image, e.g. restricted camera view angle, occluded by objects. We overcome hidden landmarks by displaying the complete aligned point cloud in a GUI as we need exact training data. Thus, an external expert has to pick in the GUI initial landmarks, e.g. the fingertips, in the aligned cloud concerning the pre-defined landmark template. The selection results in a set of point indices, that are set as ground truth information. From that, the algorithm iterates through the captured point clouds and camera poses. We search for each ground-truth the corresponding point in the specific point cloud and set the extracted indices as the landmark. However, if the euclidean distance between the ground truth point and the new landmark is larger than the threshold \( \tau = 0.05 cm \), we define the landmark as 0 corresponding to an occluded or invisible point. The algorithm outputs a 3D point cloud, a corresponding 2D image, the indices as well as the positions of the landmarks in 2D and 3D. We name our dataset as robot arm semi-automatic hand dataset (RASH). Adding ground truth data for bounding boxes differs from the normal landmark setting.

---

1 We assume the object and the robot to be placed in free space, to guarantee that the robot can move around it (considering the movability limitations of the robot).

2 Proposing an external fixation device or something similar is out of scope of this work.
Figure 3: The architecture of 2D hand pose and 2D object corner regression using heatmaps.

marks as selecting bounding boxes in point clouds is not intuitive. We use 2D images of the initial cloud for selecting 2D bounding boxes. However, we need to add depth information, to convert 2D box information into 3D. Therefore, the depth of the object has to be predefined, e.g. a hand has a size of about 20cm. The 2D box relates to a set of indices corresponding to 3D points. We select the nearest point from the extracted points and add the pre-defined object size. Thus, the external operator selects $x$ and $y$ coordinates of the bounding box edges, and the depth is automatically added. The bounding box edges can be similarly used as ground truth landmarks. Using this setup, we capture 12000 hand instances which allows maximum error of 0.5mm for training the network.

4 METHODOLOGY

In this section, we introduce the architecture for 3D hand pose regression and object pose estimation. Given an RGB image $I = R^{height \times width \times 3}$, we regress 2D Hand pose $P_{2D} = R^{21 \times 2}$. 2D object keypoints $O_{2D} = R^{8 \times 2}$. 3D hand pose of size $P_{3D} = R^{21 \times 3}$ and 3D object keypoints $O_{3D} = R^{8 \times 3}$.

4.1 Hand + Object Detection

Initially, we consider an independent object detection model to detect hands and known objects that are used in the interaction environment. The object detection architectures are widely researched for many real-time applications and there exist one staged (Bochkovskiy et al., 2020; Liu et al., 2016) and two-staged models (Dai et al., 2016) with distinct backbones either for GPU (He et al., 2015) or for CPU platforms (Sandler et al., 2018). In this work, we reuse the well-known YOLOv4 (Bochkovskiy et al., 2020) architecture with MobileNet (Sandler et al., 2018) backbone for training the region of hands and objects. As the network is quite fast and it does not affect the speed of the cascaded network.

4.2 2D Hand Pose and Object Keypoints

Once the region of hand and object is detected, we pass the cropped region to heatmap regression network (HRN) to estimate the 21 hand joints and 8 object corners. To regress keypoints using heatmaps, an encoder-decoder or hourglass based architecture is considered. The hourglass based model with residuals introduced in (Newell et al., 2016) works well for human pose estimation and later adopted to hand based keypoint regression models. Based on that, we introduce a two-stream hourglass model to regress heatmaps of hand and object joints. The HRN is clearly depicted in Figure 3. As the RGB image contains both hand and object, we extract common features using convolutions and residuals (He et al., 2015). Later, the information is shared to hourglass 1 to extract hand joint heatmaps and hourglass 2 to extract object corners. The network features before hourglass are $3 \times 256 \times 256 \rightarrow conv(64 \times 128 \times 128) \rightarrow residual(128 \times 64 \times 64) \rightarrow residual(128 \times 64 \times 64) \rightarrow residual(256 \times 64 \times 64))$. The features are directly passed through two hourglass models without further processing to extract heatmaps of hand joints and object corners. From the network, we obtain 21 heatmaps for each hand and 8 heatmaps for each object present in the image. Each heatmap consists of one joint with size of $64 \times 64$. The location of keypoint is the location of maximum value exists in the heatmap and the maximum location is converted to orginal image size by multiplying it with 4 (i.e., $64 \times 4 = 256$). An example of heatmaps is shown in Figure 5.
4.3 Residual Graph Regression Network (RGRN)

We will revisit briefly the concept of GCNs as proposed in (Kipf and Welling, 2016). The aim is to learn features on a graph structure data and convolutional filters are shared across all graph locations. The graph structure is represented in the form of an adjacency matrix \( A \in K \times K \), where \( K \) is the number of input nodes. The input features of every node are represented in the form of a feature matrix \( K \times H \), where \( H \) is the input features. The output features \( f(H, A) \) of each layer \( l \) are obtained by multiplying the adjacency matrix with input nodes and trainable weights \( W \), and features are then passed to non-linear functions like ReLU (Agarap, 2019).

\[
f(H^{(l)}, A) = \sigma(AH^{(l)}W^{(l)})
\]

As our hand model is in the form of a graph, we use basic building blocks of graph convolutions and combine them with residual connections (He et al., 2015). To learn the graph structure, we use the pre-defined kinematic structure of hand and object joints as an adjacency matrix to the graph network. Given 2D keypoints of shape, \( 29 \times 2 \) as input, each graph convolution output 256 features and the final output layer regress \( 29 \times 3 \) features i.e., the 3D coordinates of the hand pose and object pose. The output of each graph convolution is normalized and passed through ReLU (Agarap, 2019) non-linear function. As the input features are wrist-centric (i.e., the wrist joint is \( (0,0,0) \)), we also introduce bias during training.

The purple block in Figure 4 represents the RGRN model for 3D hand pose regression. As the number of residual layers \( N \) is not fixed, we experiment with the value of \( N \) during the training process for best performance. Each block consists of graph convolution operation and the network layers are as follows \( 21 \times 2 \rightarrow 21 \times 256 \rightarrow N – Residual(21 \times 256 \rightarrow 21 \times 256) \rightarrow 21 \times 256 \rightarrow N – Residual(21 \times 256 \rightarrow 21 \times 256) \rightarrow 21 \times 3 \). See Section 7 for training and validation stability.

4.4 Network Loss

To train a model, we must compute loss for backpropagation, the heatmap loss for 2D hand pose \( l_{hand2D} \), the 2D object corner \( l_{obj2D} \), and the pose loss for 3D hand pose \( l_{hand3D} \) and 3D object corner pose \( l_{obj3D} \). For both 2D and 3D loss computation, mean squared error (MSE) loss is utilized. The individual loss computation is

\[
l_n = ||groundtruth – predicted||^2
\]

Where \( n \) is \( l_{hand2D}, l_{obj2D}, l_{hand3D} \) and \( l_{obj3D} \).

The overall heatmap loss \( L_{heatmap} \) for 2D heatmap regression network is computed as

\[
L_{heatmap} = l_{hand2D} + l_{obj2D}
\]

The overall 3D pose loss \( L_{hand3D+Obj3D} \) is computed as

\[
L_{hand3D+Obj3D} = l_{hand3D} + l_{obj3D}
\]

5 EXPERIMENTS

5.1 Datasets

In this section, we extensively experiment with model hyperparameters and test the generalizability of the proposed model on two open source datasets in which HO3D dataset (Hampali et al., 2019) contains both hand manipulating objects, FreiHand dataset (Zimmermann et al., 2019) contains hand pose with self-occlusions, and RASH dataset: 1) HO-3D dataset (Hampali et al., 2019): as the dataset contains both hand and object annotations. HO-3D dataset contains
Table 1: Training Parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Object Detector</th>
<th>2D Hand and Object Pose</th>
<th>3D Hand and Object Pose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network</td>
<td>YOLOv4</td>
<td>Hourglass</td>
<td>RGRN</td>
</tr>
<tr>
<td>Input size</td>
<td>416 × 416</td>
<td>256 × 256</td>
<td>29 × 2</td>
</tr>
<tr>
<td>Output</td>
<td>Bounding Box</td>
<td>64 × 64 × 21 + 8 × 2</td>
<td>29 × 3</td>
</tr>
<tr>
<td>Epochs</td>
<td>120</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001/0.001</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
<td>RMSprop</td>
<td>RMSprop/Adam(Kingma and Ba, 2017)</td>
</tr>
<tr>
<td>Framework</td>
<td>PyTorch</td>
<td></td>
<td>Nvidia RTX 2060 Super</td>
</tr>
<tr>
<td>GPU</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Evaluation of euclidean position error (EPE) in millimeters on validation set.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Residual blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=2</td>
</tr>
<tr>
<td>HO-3D (Hampali et al., 2019)</td>
<td>13.4</td>
</tr>
<tr>
<td>FreiHand (Zimmermann et al., 2019)</td>
<td>13.2</td>
</tr>
<tr>
<td>Ours (RAH)</td>
<td>10.1</td>
</tr>
</tbody>
</table>

distance for 3D around the ground truth. 3) The area under the curve (AUC) of the PCK graph computed for a threshold of 50mm.

The complete training parameters are listed in Table 1 and the models are trained independently depending on the dataset. We evaluate the proposed model by experimenting with hyperparameters such that the best possible accuracy is achieved. In addition to training hyperparameters, we need to consider the architecture parameters like number of stacks and hidden layers.

5.2.2 2D Hand and Object Pose

For 2D hand pose estimation, we consider PCK evaluation metric and it is plotted in Figure 6. On HO-3D (Hampali et al., 2019) validation dataset the value of PCK @ 10 pixel is ≈ 0.969 and on RASH dataset PCK@10 pixel is ≈ 0.986. The difference is due to the high occlusion in HO-3D (Hampali et al., 2019)
dataset compared to RASH dataset. Similarly, 2D PCK of object keypoints on HO-3D dataset is ≈ 0.9 for 10 pixel threshold. The 2D hand and object pose on HO3D validation samples can be observed in Figure 7.

5.2.2 3D Hand and Object Pose

We train the 2D pose and 3D pose networks independently without sharing the weights. RGRN (see Figure 4) has hyperparameter \( N \) that determines number of hidden residual layers. The network is trained by setting the value of \( N \) to 2 and 3. The 3D PCK graph is represented in Figure 8. From the graph, we can clearly observe that by increasing the number of hidden layers performance is improved. In addition to PCK metric, we evaluate mean euclidean 3D position error (EPE) by setting \( N = 2 \) and \( N = 3 \). The EPE for HO-3D (Hampali et al., 2019) dataset, FreiHand dataset (Zimmermann et al., 2019), and RASH dataset is represented in Table 2. Few results on validation dataset are mentioned in Figure 9. Finally, we test the accuracy of our proposed model on HO-3D (Hampali et al., 2019) and FreiHand dataset (Zimmermann et al., 2019) datasets and compare it to the state-of-the-art. For testing the accuracy on unlabeled data, we have to follow the instructions by (Hampali et al., 2019) to submit the outputs to a submission board. The Table 3 represents the AUC in percentage computation of 3D PCK curve with the threshold of 50mm and we can clearly see that the architecture performs well. Although the architecture performs better on both the datasets, the AUC computation of ContactPose (Brahmbhatt et al., 2020) dataset has shown to be even higher and the difference is due to the fact that the hand mesh (3D MANO) (Romero et al., 2017) models are used to estimate the keypoint errors and in this work we use direct 3D regression.

<table>
<thead>
<tr>
<th>Method</th>
<th>Area Under Curve (AUC) %</th>
</tr>
</thead>
<tbody>
<tr>
<td>HO-3D (Hampali et al., 2019)</td>
<td>79.0</td>
</tr>
<tr>
<td>FreiHand (Zimmermann et al., 2019)</td>
<td>79.1</td>
</tr>
<tr>
<td>Ours on HO-3D</td>
<td>79.4</td>
</tr>
<tr>
<td>Ours on FreiHand</td>
<td>84.2</td>
</tr>
</tbody>
</table>

5.3 Discussion and RASH Dataset

In robotics, there exist applications like handover of objects from humans to robots and vice versa. In this work, our aim is to build an architecture that is suitable for bidirectional handover applications. As the image resolution and occlusions are higher in HO-3D dataset, we first trained proposed model completely on HO-3D dataset and evaluated in human-robot interaction environment as in Figure 10. The resulting 3D hand pose and 2D hand pose in human-robot interaction environment can be observed in Figure 11. By just using HO-3D dataset in our environment, we noticed that the 3D hand pose have high errors when there is no object in the hand (see Figure 11, left image with 3D and 2D). Figure 11 right image represents hand with object in the human robot interaction environment. Although HO-3D dataset is a large-scale and highly occluded dataset, it does not contain enough instances for hands without objects. To make our architecture work well for bidirectional handovers, we collected our own dataset known as RASH.

![Figure 10: Human-robot interaction environment for handover of objects.](image-url)
dataset. The dataset consists of mostly open hand images with very low occlusions. To enhance the performance, we combined training instances of HO-3D dataset with RASH dataset and retrained the proposed model. The Figure 12 represents the few pose samples of hands without objects and hands manipulating objects in human-robot interaction environment. From that we noticed a significant improvement for 3D hand poses (hands without objects). The number of parameters in the complete architecture adds up to 20.26 million. During the process of training, we utilize Nvidia 1080 Ti graphical processor with 12 gigabyte memory. For inference, we use Nvidia 1660 Ti processor with 6 gigabyte memory. The complete pipeline achieved a framerate of \( \approx 16 \) fps on single GPU without visualization. It is further possible to improve the framerate by reducing the stacks in hourglass but it compromises the accuracy of 2D keypoint estimation. For real-time applications, the training dataset must be highly occluded. To test this proposed pipeline in real-world application, we retrained the model by combining HO-3D dataset and RASH dataset. To avoid the tedious process of manual labelling, we opt for a semi automatic labelling and we are also currently working on fully automated annotation process using robot arm without any constraints.

6 CONCLUSIONS

We proposed a complete pipeline to regress 2D pose, 3D hand pose and object pose. The 2D hand pose is estimated using hourglass architecture and the intermediate features from 2D hourglass network is further extended to regress the object keypoints in the image. To regress 3D hand pose from 2D hand pose, we introduced a residual graph regression network with \( N \) residual connections and achieved best performance for \( N = 3 \). We evaluated the proposed network with three different metrics on three different datasets. We will further focus on improving the object keypoint regression, accuracy of training instances and forward the obtained information to a grasp planner for real-time handover of object interactions.
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APPENDIX

Pipeline for Handover of Objects. In human-robot interaction environment, it is possible that only hand is present in the scene. As the network designed in section 4 is for both hand and object images, we included another stream if only hand is present in the scene. The overall pipeline can be observed in Figure 13.

Training and Validation Loss. The training and validation loss of the proposed RGRN architecture can be seen in Figure 14. From the figure, we can clearly notice the stability of both training and validation loss.

Detection Output. The output of YOLOv4 (Bochkovskiy et al., 2020) on hands and objects can be observed in Figure 15.

Figure 13: The architecture for bidirectional handovers.

Figure 14: Training and validation loss of RGRN architecture.

Figure 15: The outputs of YOLOv4 architecture for hand and object detection.