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Abstract: Notions of rationality and bounded rationality play important roles in research on the design and implementation of autonomous agents and multi-agent systems, for example in the context of instilling socially intelligent behavior into computing systems. However, the (formal) connection between artificial intelligence research on the design and implementation of boundedly rational and socially intelligent agents on the one hand and formal economic rationality – i.e., choice with clear and consistent preferences – or instrumental rationality – i.e., the maximization of a performance measure given an agent’s knowledge – on the other hand is weak. In this paper we address this shortcoming by introducing a formal framework for designing boundedly rational agents that systematically relax instrumental rationality, and we propose a system architecture for implementing such agents.

1 INTRODUCTION

In the Artificial Intelligence (AI) research community, a key line of research is concerned with the design and implementation of rational agents, i.e., agents that work towards goals they intend to achieve under consideration of the beliefs they hold about their environment (Wooldridge, 1997). To advance engineering perspectives on this line of research (and to facilitate application potential), a broad variety of tools and frameworks have been introduced over the past two decades (Kravari and Bassiliades, 2015); a notable example that enjoys popularity is Jason (Boissier et al., 2013) that make use of Jason), an interpreter of a dialect of the AgentSpeak programming language (Rao, 1996), which combines logic and agent-oriented programming paradigms. Generally, the state of the art of research and development of tools and frameworks for implementing rational agents is well-surveyed (Cardoso and Ferrando, 2021; Kravari and Bassiliades, 2015), and the community frequently reflects on shortcomings and ways to address them (Mascardi et al., 2019; Logan, 2018).

While the notion of rationality that the AI research community has is notably broader than the precise formal properties of rationality that are a cornerstone of economic theory (Osborne and Rubinstein, 2020), a central element is goal-orientation, i.e., the ability of an agent to maximize goal attainment, while potentially compromising between several conflicting goals. Analogously to how formal models of bounded rationality like Tversky’s and Kahneman’s prospect theory (Kahneman and Tversky, 1979) systematically relax the properties (in particular the maximization of expected utility), some models, tools, and frameworks for designing and implementing intelligent agents try to relax the rationality constraints of these agents. However, these approaches are typically not grounded in a formal model of rationality or in a systematic relaxation thereof: a generic, abstract formal framework for boundedly rational agents that can serve as a point of departure does not exist. This paper works towards addressing this issue by answering the following questions:

1. What notions of rationality and bounded rationality exist in the literature, and how are these notions reflected by practical approaches to engineering boundedly rational agents and multi-agent systems?
2. How can we create a more precise formal framework of a boundedly rational agent as a point of departure for engineering efforts?
3. Based on this formal framework, how can we devise a holistic, engineering-centered, yet technology-agnostic meta-model for the design and implementation of boundedly rational agents?
The rest of this paper is organized as follows. Section 2 provides an overview of different notions of rationality and bounded rationality to then proceed with a survey of approaches and frameworks for designing and implementing boundedly rational agents. Section 3 addresses some shortcomings of existing research by introducing a formal framework of boundedly rational agents and by proposing a meta-model (technology-agnostic architecture) therefor. Section 4 then discusses how the formal framework and architectural meta-model can be integrated with existing approaches to designing and implementing somewhat boundedly rational agents, before Section 5 concludes the paper.

2 DESIGNING AND IMPLEMENTING BOUNDEDLY RATIONAL AGENTS

In this section, we first provide a formal definition of the notions of rationality and bounded rationality to then give an overview of existing approaches to designing and implementing boundedly rational agents.

2.1 Rational Agents

The notion of a rational actor or agent comes from economic rationality and has a well-defined formal meaning (see, e.g. (Osborne and Rubinstein, 2020)). Given a set of choice options $A$, a rational agent’s choice selects an element $a^* \in A$, which then establishes a partial order $\succeq$ on $A$, such that $\forall a \in A$, $a^* \succeq a$, i.e., $a^*$ is preferred over all (other) possible choices from $A$. When the set of choices $A$ is expanded to $A'$ (i.e., new elements are added, $A \subseteq A'$ or technically $A \subseteq A'$), the new choice of $a^* \in A'$ must establish preferences that are consistent with respect to the preferences established by the previous choice, which can be concisely summarized as if $a^* \in A$ then $a^* = a^*$, ceteris paribus (assuming all else remains the same, i.e., the agent’s knowledge of the world did not evolve).

However, in the AI community, economic rationality is less prominent than the notion of rationality as agent behavior that strives to maximize a performance measure, which is often not formally defined, but which boils down to the maximization of expected utility, given the knowledge at hand (and hence can be traced back to Von Neumann’s and Morganstern’s utility theory). To separate these two notions of rationality, Gintis distinguishes between formal (economic) rationality and instrumental rationality (Gintis, 2018). Beyond these two notions, some symbolic AI researchers formally define rationality in the form of rationality postulates, e.g. for belief revision (Alchourrón et al., 1985) and formal argumentation (Caminada, 2017). In these cases, entirely new notions of rationality have been introduced that rely on the authors’ intuitions and are unrelated to economic and instrumental rationality. To conclude, the notion of rationality is ambiguous in symbolic artificial intelligence research, which may render the systematic treatment of bounded rationality a challenge as well.

2.2 Boundedly Rational Agents

From an engineering perspective, a boundedly rational agent is an agent whose “rationality degree” (colloquially speaking) has been deliberately and systematically relaxed. Depending on the requirements of the application domain, an agent implementation can benefit from the relaxation of pure economic or instrumental rationality. For example, when interacting with humans, the integration of the emotional aspect of human nature into an agent’s behavior can improve human perception of AI. This “humanization” of intelligent agents’ reasoning is reflected in the three major components of a boundedly rational agent: (i) the affective/emotional modeling (e.g., social cognition (Seyfarth and Cheney, 2015)), (ii) the explainability of an agent’s decisions, and (iii) the Human-Aware Planning (Chakraborti, 2018). All these three components are covered under the umbrella of Computational Argumentation, the research area that studies the integration of human (argumentative) reasoning into an intelligent system (e.g., agent), making it an interesting and powerful approach to undertake the implementation of a complete boundedly rational agent. Thus, prior to creating our formal framework and architectural meta-model for implementing boundedly rational agents, we review the most prominent existing works on affective/emotional agents, explainable agents, human-aware planning techniques, and computational argumentation approaches.

As discussed above, in the agent-oriented computing paradigm, traditional proposals have generally focused on economic theory or Aristotelian practical reasoning to define the behavior of agents (Wooldridge, 1997). However, these approaches have certain disadvantages when it comes to modeling human social or affective behavior as

\footnote{Recall that a partial order $\succeq$ on a set $S$ is reflexive, antisymmetric, and transitive, i.e., $\forall a, b, c \in S$, the following statements hold true: (i) $a \succeq a$; (ii) if $a \succeq b$ and $b \succeq a$ then $a = b$; (iii) if $a \succeq b$ and $b \succeq c$ then $a \succeq c$.}
well as when modeling human social organizations. This is because human beings are not always following a logical reasoning process, aimed at maximizing or minimizing their benefits, but rather follow a reasoning process that is biased in part by emotions, social context, or other individual characteristics such as personality, gender, or age (Segerstrom and Smith, 2019). In humans, these factors are closely related to other cognitive processes commonly used in the field of artificial intelligence such as reasoning, planning or decision making processes (Davis et al., 2007; Grecucci et al., 2020). Considering this, a natural approach to the concept of bounded rational agents can be found in the field of affective computing (Picard, 1997). Affective computing studies the modeling of affective and social factors to improve models for representing, processing, understanding, and simulating human affective behavior. Most of the models proposed in this field try to simulate the influence of cognitive processes related to the agent’s affective abilities on deliberation processes (Gebhard, 2005; Taverner et al., 2021; Paiva et al., 2017). Thus, emotions and affective characteristics are used to relax the level of rationality of the agents to reach a more human-like level of affective behavior simulation. For example, in (Dias et al., 2014), the FAtiMA architecture is presented. This architecture is based on the Belief-Desire-Intention (BDI) model and uses different affective factors, such as emotions or personality, to influence the cognitive reasoning process of the agent. To select the emotion according to the agent’s situational context, a model based on appraisal theories is used (Ojha and Williams, 2017). Once the emotion is determined, the agent’s decision making processes is altered, influencing agent’s rational processes. Similarly, ALMA, A Layered Model of Affect, is described in (Gebhard, 2005). The authors estimate the agent’s mood when an event occurs and then use it to determine the action the agent should execute. Another interesting approach is the one described in (Alfonso et al., 2017), in which the GenIA architecture is presented. GenIA is a general-purpose architecture that extends the AgentSpeak language for the development of affective agents. That architecture combines both affective (based on different appraisal, cognitive, and affective theories) and rational deliberation processes (based on the BDI architecture). The affective responses elicited when appraising events influence the agent’s inference and decision making processes (considering factors such as mood, emotions, expectations, or personality) to a greater or lesser extent depending on a parameter that determines the level of rationality of the agent. GenIA is currently being implemented as an extension of Jason and is developed using a modular design that allows for the adaptation to other emotion theories.

Recently, research on explainable agents and multi-agent systems has emerged as a high-profile topic within the community during the last years (Anjomshoae et al., 2019). To facilitate human-agent explainability, one key idea is to design artificial agents whose deliberation processes resemble – to some limited extent – human reasoning and decision-making (Broekens et al., 2010). More broadly speaking, explainable artificial intelligence is expected to rely on social science insights as a necessary requirement for long-term break-troughs (Miller, 2019). This assumption is reflected in a range of works that i) study agent explainability from a behavioral psychology/behavioral economics perspective (Kampik et al., 2019a; Tullii et al., 2019) and ii) apply cognitive architectures, such as architectures based on the Belief-Desire-Intention deliberation approach, that have their roots in cognitive science, psychology, or philosophy to empirically study explainability in human-agent/human-MAS interaction (Mualla et al., 2021; Broekens et al., 2010).

On the formal side, machine reasoning explainability is commonly considered a formal property (or set thereof) that allows to provide a set of explanations (e.g., beliefs in an agent’s belief base) of why a certain decision has been made or a certain inference has been drawn (Cyras et al., 2020). However, symbolic reasoners and planners are typically considered rational. For instance, in the context of formal argumentation (see the previous subsection, as well as (Cyras et al., 2021)), the argumentation approaches that are to be explained are typically considered rational; no explanations as to why an agent is merely boundedly rational – i.e., why rationality is violated – need to be provided. Still, to facilitate explainability, or more precisely: human interpretability, a symbolic reasoner or planner will adjust its behavior so that it is easier to explain to a human user, or better aligns with human intuition without an explanation being necessary, an empirical characteristic that is often referred to as explicability (Zhang et al., 2017). Therefore, the overlap of explainable and boundedly rational agents is the need for human-like decision-making to facilitate explainability and explicability in the context of human-aware planning.

Human-aware planning is an algorithmic approach for an autonomous system to plan its actions to cohabit in an environment that is populated and/or affected by humans (Chakraborti, 2018). This requires a system to estimate what future actions hu-

---

Note that we consider the domain of explainable machine learning as out of the scope of this work.
mans might take in that environment (Cirillo et al., 2010). In order to achieve shared and personal goals, a system needs ways to recognize the human’s plan (sequence of actions) and goal, and align its own plan (another sequence of actions) with the human’s plan. This can mean to not go for the optimal plan in terms of traditional efficiency measures (e.g., time, shortest route, etc.), but a sub-optimal plan that aligns with human behavior and reasoning.

The human-aware planning problem has, in general, been explored in scenarios where a robot is situated in an environment involving humans, where the robot perceives the human through sensors and, through a model of human behavior, it adjusts its deliberative (planning) process. This produces a merged plan where the robot adapts its plan to comply with the constraints of the human plan (Chakraborti et al., 2018; Cirillo et al., 2010). For example, the work proposed in (Köckemann et al., 2014), addresses the challenge of automatically generating plans that have to accommodate scheduled activities, features and preferences of humans. The planning algorithm uses causal reasoning to create a plan using heuristic forward planning together with a causal graph (Helmert and Geffner, 2008). Another work (Floyd et al., 2018) explores goal reasoning agents that are able to dynamically reason about their goals, and modify them in response to unexpected events or opportunities. The approach allows for agents that are members of human-agent teams to use the partially specified preferences of the human to estimate the utility of goals and guide goal selection. The work utilizes the SapaReplan framework (Talamadupula et al., 2010).

In contrast to typical applications of human-aware planning where a robot is situated in an environment populated by humans, the research conducted in (Brännström et al., 2020), explores how a software agent can influence a human’s behavior by adapting aspects of the human’s environment, introducing HA-TPB, a human-aware planning architecture based on the theory of planned behavior (TPB) (Ajzen et al., 1991). According to TPB, a mental model can be derived from three sources of human beliefs (attitude, subjective norm, and perceived behavior control) which are linked to motivation, intention and goals. The HA-TPB architecture captures the causal relation between a human’s beliefs and behavior by a transition system modeled in action reasoning (Gelfond and Lifschitz, 1998) to deliberate about the human’s behavior. An example use-case of the HA-TPB architecture is a Virtual Reality (VR) game, in which an agent is used for providing assistance in a social scenario to children with autism by adapting the virtual environment. The software agent evaluates the human’s plan and adapts its actions by considering human reasoning. In the case of autism, this requires the system to understand the child’s limitations and what assistance the child may need, in order to perform a wanted behavior successfully. This can be seen as a type of relaxation of the agent’s rationality, since the agent does not follow a classical reasoning pattern aimed at achieving a goal, but rather the agent modifies its behavior to adapt it to the behavior of its human interlocutor.

Finally, the idea of bounded rationality has also been studied and analyzed from different perspectives within computational argumentation theory. Computational argumentation is one of the main branches of AI that explores the integration of rationality into computer systems through the use of arguments and argumentation semantics (Dung, 1995; Atkinson et al., 2017; Ruiz-Dolz, 2020). However, as we have discussed above, human behavior does not always follow a rational argumentative pattern, but in most cases is guided by other affective or social factors.

Still, from a technical perspective, most (abstract) argumentation semantics (Baroni et al., 2011) do not satisfy the consistent preferences principle of economic rationality, and the systematic treatment of economic rationality and bounded rationality in the context of computational argumentation is an emerging research frontier (Kampik and Gabbay, 2021). In this context, the relation between systematically relaxing (economic) rationality and the systematic relaxation of monotony of entailment can be considered of particular interest.

Several approaches explore how bounded rationality can be integrated within the frame of formal computational argumentation research. The main objective of such approaches is the relaxation of the notion of acceptance for an argument (i.e., when an argument can be considered valid or not from an argumentative viewpoint). The main differences between the observed approaches can be found in the reasoning aspect that it is relaxed in the definition of acceptance. For example, in Defeasible Logic Programming (DeLP) argumentation (García and Simari, 2004; Pollock, 1987), the authors propose an alternative paradigm for computational argumentation where arguments may be brought into consideration even if their deductive validity is not provided (but need to be rationally compelling). Thus, DeLP-based argumentative approaches relax the internal reasoning aspect of argument structures so that they can be used in less informed environments. A different theoretical approach for bounded rationality in computational argumentation was introduced with the definition of (epistemic) probabilistic argumentation frame-
works (Thimm, 2012). Combining argumentation frameworks and probabilistic reasoning, these probabilistic frameworks include uncertain information related to the credibility of arguments in their formalization. In an argumentative dialogue, it is hard to model whether an argument can be believed or not. Hence, these frameworks define the acceptance of an argument based on their expected believability (i.e., a probability distribution) rather than relying uniquely on purely rational aspects. Finally, an important viewpoint on bounded rationality for the theory of computational argumentation is the consideration of human mental properties, such as emotions. Emotions are a characteristic feature of humans, where emotional and rational behaviors coexist. Human rationality is usually influenced by the activation of emotions, so it can be an important dimension to be brought into consideration when defining computational models of bounded rationality. Emotional argumentation frameworks (Dalibón et al., 2012) integrate the emotional aspect into the abstract argumentation (Dung, 1995) theory. Furthermore, within this approach, emotions are taken into account during the formal evaluation of argumentation. Thus, an emotional state can influence the acceptability of an argument under this paradigm. In brief, bounded rationality in computational argumentation has been theoretically explored from the point of view of the relaxation of the acceptability notion (e.g., regarding the internal structure of arguments, credibility/believability, or emotional aspects of humans).

Different implementations of argumentation-based systems and agents have been applied to various domains: for assisting with privacy management in online social networks (Kökçiyän et al., 2017; Ruiz-Dolz et al., 2019); for automatically generating explanations and recommendations (Cocarascu et al., 2019; Heras et al., 2020); for assisting with negotiation protocols (Amgoud et al., 2007; de Jonge and Sierra, 2017; Bouslama et al., 2020); and for healthy eating assistance (Thomas et al., 2019) among others. Some of these works have been complemented with field studies that analyze the variations in the perceived strength of an argument depending on non-rational human features (e.g., personality or social features) (Thomas et al., 2017; Ciocarlan et al., 2019; Ruiz-Dolz et al., 2021). Despite these efforts, we were not able to identify any work focusing exclusively on the implementation of an argumentation-based boundedly rational agent or system. Furthermore, many tools and libraries for argumentation-based reasoning exist (Alviano, 2017; Cerutti et al., 2016a; Cerutti et al., 2016b; Craandijk and Bex, 2020), but bounded rationality is not thoroughly brought into consideration.

In this section, different approaches to bounded rationality in agents and AI have been reviewed, and a classification of the identified approaches into the major components of a boundedly rational agent has been provided. These components define the three pillars that group most of previous research in bounded rationality from the AI viewpoint. However, we observe that no generic frameworks for designing and implementing boundedly rational agents exist, neither formal frameworks, nor architectural meta-models. Most of the reviewed research focuses on a very specific aspect or domain (e.g., affective computing or human assistance), ignoring the formal definitions of economic and instrumental rationality, and without considering their general implications for bounded rationality in AI.

3 FORMAL FRAMEWORK AND ARCHITECTURAL META-MODEL

To address two of the shortcomings identified in Section 2, i.e., the lack of generic formal and architectural frameworks for bounded instrumental rationality, this Section first introduces an abstract formal framework for modeling boundedly rational agents, and then an architectural meta-model for implementing them.

3.1 Formal Framework

Let us introduce an abstract, generic formal framework for a boundedly rational agent. As a prerequisite, we introduce a (rational) agent function, which in turn maximizes an expected utility function, given a specific percept sequence, in which sets of percepts are typically temporally ordered.

Definition 1 (Percept Sequence). A percept sequence $S$ is a sequence $\langle P_0, ..., P_t \rangle$, where for $0 \leq i < t$, $P_i$ is a set of elements (which we call “percepts”).

Let us introduce the expected utility function, which given a percept sequence and an action $a$, returns an agent’s expected utility of this action. In this context, we consider an action a logical literal.

Definition 2 (Expected Utility Function). Let $S$ be a set of percept sequences (our percept sequence space) and let $A$ be a set actions (our action space). The expected utility function $u : S \times A \rightarrow \mathbb{R}$ takes a percept sequence $S \in S$ and an action $a \in A$ and returns the action’s expected utility $u_e \in \mathbb{R}$ given the percept sequence.
Note that for the sake of simplicity, we assume the expected utility of an action is represented as a real number. However, we concede that other representations, like rankings in a preference order, are possible and indeed preferable in some contexts.

Now, we can define the rational agent function.

**Definition 3 (Rational Agent Function).** Let \( S \) be a set of percept sequences, let \( \mathcal{A} \) be a set of actions, and let \( u \) be an expected utility function. The rational agent function \( f^u : S \to \mathcal{A} \) takes a percept sequence \( S \in S \) and returns an action \( a \in \mathcal{A} \), such that 
\[
    a \in \arg\max_{a' \in \mathcal{A}} u(a', S).
\]

Given a utility function \( u \) and a rational agent function \( f_u : S \to \mathcal{A} \), we call \( S \) the percept sequence space of \( f_u \) and \( \mathcal{A} \) the action space of \( f_u \).

To allow for the specification of boundedly rational agents, we extend the rational agent function.

**Definition 4 (Boundedly Rational Agent Function).** Let \( S \) be a set of percept sequences, let \( \mathcal{A} \) be a set of actions, let \( u \) be an expected utility function, and let \( f^u \) be a rational agent function. The boundedly rational agent function \( g_{f_u,p,q} : S \to \mathcal{A} \) takes a percept sequence \( S \in S \) and returns an action \( a \in \mathcal{A} \), such that for every \( S \in S \), it holds that 
\[
    g_{f_u,p,q}(S) = q((f_u(p(S)), p(S))),
\]
where:

- \( p : S \to S \) is the percept sequence pre-processing function;
- \( q : \mathcal{A} \times S \to \mathcal{A} \) is the action post-processing function.

Let us introduce three simplistic examples that illustrate how the boundedly rational agent function can be applied. For all examples, we assume an action space \( \mathcal{A} \), a percept sequence space \( S \), an expected utility function \( u : S \times \mathcal{A} \to \mathbb{R} \), and a rational agent function \( f^u : S \to \mathcal{A} \).

**Example 1: Forgetful Agent.** A forgetful boundedly rational agent only considers the most recent percept sequences when deciding on an action. We define the forgetful agent’s boundedly rational agent function \( g_{f_u,p,q} : S \to \mathcal{A} \), such that for every \( S = \langle P_0, ..., P_t \rangle \in S, a \in \mathcal{A} \):
\[
    p(S) = \begin{cases} 
        \langle P_{t-1}, P_t \rangle, & \text{if } |S| \geq 2; \\
        \langle P_t \rangle, & \text{otherwise}; 
    \end{cases}
\]
\[
    q(a,S) = a.
\]

**Example 2: Imprecisely Utilitarian Agent.** An imprecisely utilitarian agent always take the action with the “second best” utility, considering its utility function. We define the imprecisely agent’s boundedly rational function \( g_{f_u,p',q'} : S \to \mathcal{A} \), such that for every \( S = \langle P_0, ..., P_t \rangle \in S, a \in \mathcal{A} \):
\[
    p'(S) = S; 
\]
\[
    q'(a,S) = \arg\max_{a' \in \mathcal{A} \setminus \{a\}} u(a', S).
\]

**Example 3: Forgetful, Imprecisely Utilitarian Agent.** We can combine the forgetful agent and the imprecisely utilitarian agent by defining the boundedly rational agent function \( g_{f_u,p,q} : S \to \mathcal{A} \).

### 3.2 Architectural Meta-model

Considering the variety of tools and frameworks for implementing somewhat boundedly rational agents that have emerged over the years in the literature, we argue that presenting a generic, technology-agnostic architecture, as well as a technology-specific instantiation thereof is valuable. The conceptual boundedly rational agent architecture can be described as follows (see Figure 1). As usual, the architecture models the interaction of agents with their environment (and with each other through the environment). In contrast to other prominent conceptual architectures like the JaCaMo meta-model (Boissier et al., 2013), the boundedly rational agent architecture does not explicitly model artifacts and organizations, as they are considered out of scope. Instead, the focus lies on i) particular agent internals and ii) the novel concept of agent-to-agent cognitive theory discovery.

**Agent Internals.** From an agent internals perspective, we split the mind of a boundedly rational agent into two modules: a rational agent module that may, for example, implement a classical BDI reasoning loop, and a boundedly rational module, that constrains the perception, reasoning steps, and actions of the agent. These modules communicate via an abstraction layer that serves as a middleware between the two modules, in particular in case of technological/implementation-specific differences. In this way, the boundedly rational module allows for the systematic relaxation of rational agent behavior, as defined more precisely by our formal framework.

**Cognitive Theory Discovery.** A boundedly rational agent should be able to make its cognitive theory discoverable so that other agents can potentially – if equipped accordingly – interact with the agent in a way that considers the relaxation of rationality. To allow for this, the boundedly rational agent architecture features a discovery module for cognitive theory specifications. For example, when dealing with interactions with human agents, a discovery module can be specified in terms of the
theory of planned behavior (Ajzen et al., 1991), a cognitive theory that links a human agent’s beliefs to its behavior. The theory manages three sets of beliefs: attitude, subjective norm, and perceived behavioral control, which together can expose a human agent’s behavioral intentions. Still, an agent may choose to not expose all aspects of its cognitive theory to the environment, for example for privacy or cultural reasons; analogously, a human may opt to not disclose their cognitive characteristics, e.g., to avoid an exploitation by malicious parties.

Note that our architecture can be considered as orthogonal to rational agents architecture and meta-models, i.e., it abstains from specifying aspects that rational agent architectures already cover (like reasoning-loops) and instead focuses on novel features that are central to boundedly rational agents and to the multi-agent systems in which they (inter)act.

4 DISCUSSION

The objective of the formal framework and meta-model that we have introduced in the previous section is to facilitate precise and nuanced perspectives on bounded instrumental rationality when designing and implementing autonomous agents. Research directions that to some extent assume a relaxation of rationality (either in the formal economic or the instrumental sense), i.e., the ones that have been summarized in Section 2, can potentially be integrated with our work.

Affective Agents. Human-machine interaction, the simulation of human behavior, or the simulation of human social organizations are some of the areas that can benefit from the advances made in the field of affective computing and affective agents. Models that allow to constrain the level of instrumental rationality of the agents, such as the one proposed in this paper, contribute to improve the simulation of human-like affective behaviors.

Explainable Agents. With an increasing demand for transparency/explainability in intelligent systems, a need for techniques to create two-way explanatory interaction systems arises. In this context, the boundedly rational agent framework can provide i) an understanding of human behavior to the artificial agent and ii) an understanding of the system’s behavior to humans in a human-readable format; in this way, human-AI interaction capabilities can be improved and greater levels of transparency in AI systems can be provided.

Human-aware Agents. One goal in the field of human-AI interaction is to create cognitive interactive systems that are human-aware and whose actions and deliberative processes are restricted by interaction constraints that reflect human behavior. In such systems, the boundedly rational agent framework can serve as a foundation for modeling humans. This can provide systems a theory of mind (ToM) (Frith and Frith, 2005) of the human, through which systems can understand and predict human reasoning and behavior, and plan their actions in a human-aware manner (e.g., by considering emotional, motivational and behavioral constraints in their interactions).

Argumentation-enabled Agents. Argumentation can be applied to boundedly rational agent internals for belief revision purposes. Also, argumentation can be used to facilitate cooperation between agents whose cognitive theories or instantiations thereof are not fully aligned, for example as outlined in (Kampik et al., 2019b).

Our research can be extended into different directions. i) Formally, the framework can be integrated with particular cognitive theories, such as prospect theory (Kahneman and Tversky, 1979) and theory of planned behavior (Ajzen et al., 1991). Also, the abstract framework can be filled with structure, for example using logic-based approaches that treat belief revision as a first-class abstraction. ii) From an engineering perspective, reference implementations of the architectural meta-model in different programming languages (agent-oriented or agent-agnostic) can be provided. iii) Empirically, the value the framework may provide for particular use cases, for example to facilitate the explainability of boundedly rational agents, can be analyzed.

5 CONCLUSION

In this paper, we have introduced a generic, abstract formal framework for designing boundedly rational...
agents, as well as an architectural meta-model for implementing such agents in practice, or as engineering research artifacts. These models can potentially facilitate systematic approaches to engineering boundedly rational agents, from both formal foundations-oriented and applied perspectives. Particularly relevant future works are the integration of the abstract formal framework with cognitive theories, for example prospect theory (Kahneman and Tversky, 1979) and the theory of planned behavior (Ajzen et al., 1991), as well as the implementation of the architectural meta-model.
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