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Abstract: A resurgence of research interest in recommender systems can be attributed to the widely publicized Netflix competition with the grand prize of USD 1 million. The competition enabled the promising collaborative filtering algorithms to come to prominence due to the availability of a large dataset and from it, the growth in the use of matrix factorization. There have been many recommender system projects centered around use of matrix factorization, with the co-SVD approach being one of the most promising. However, the field is chaotic using different benchmarks and evaluation metrics. Not only the performance metrics reported are not consistent, but it is difficult to reproduce existing research when details of the data processing and hyperparameters lack clarity. This paper is to address these shortcomings and provide researchers in this field with a current baseline through the provision of detailed implementation of the co-SVD approach. To facilitate progress for future researchers, it will also provide results from an up-to-date dataset using pertinent evaluation metrics such as the top-N recommendations and the normalized discounted cumulative gain measures.

1 INTRODUCTION

The matrix factorization approach and the application of various deep learning algorithms are the current favored approaches by recommender systems researchers (Low et al., 2019). Matrix factorization came to prominence due to the Netflix competition with a grand prize of USD 1,000,000. This was won by Robert Bell and Chris Volinsky, whose algorithm ignite the subsequent immediate work in this field in utilizing the matrix factorization algorithm.

It was quickly noted that the matrix factorization algorithm suffers from an over-fitting issue, due to the sparsity of the data in the matrix. This was the main challenge that was being attempted by the researchers in this field and it became more apparent as the newer datasets grew in size. The richness of the rating entries is therefore crucial to the performance of recommender systems. When the system has millions of items, users are unlikely to have rated every item. Hence the rating matrix will be constructed with many empty entries. The sparse matrix will cause the recommender systems to produce inaccurate recommendations.

To reduce the sparsity of the matrix, Luo et al. (2019) proposed the co-SVD method, a state of the art matrix factorization algorithm based recommender system. The proposed method is a matrix co-factorization that utilizes short text descriptions of items (tag) and related time information to mitigate the over-fitting issue caused by the highly sparse rating matrix. We reviewed the published article and discovered several limitations in the reproduction. The identified issues are as follows.

1. Complete implementation details were not available, leading to reproducible limitations.
2. It reported objective relevance using precision, recall and $F_1$ scores, whereas for recommender system, the recommended items should be based on the likelihood that they will meet the users’ interest, which is inherently subjective Herlocker et al. (2004).

1.1 Reproducible Research

A systematic analysis of publications (Dacrema et al., 2019) discovered that there is a state of discontinuance happening for research work on recommender
systems. The lack of information regarding the implementation of the algorithm, and the evaluation procedure has hindered the progress of recommender systems research as it is difficult for the research community to continue or replicate the proposed research works.

Similarly to the current co-SVD work by Luo et al. (2019), there are missing details of the work for the research community to build upon. In the absence of source code for the work by Luo et al. (2019), the descriptions in the published article were insufficient to reproduce the co-SVD work accurately. The missing details include:

1. The exact filtering rules for the tag records to reproduce the same number of tags,
2. The hyper-parameters setting, and
3. The seed number for the data splitting in order to reproduce the results.

1.2 Appropriate Evaluation Metric for Recommender Systems

Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) are the 2 main measurements used for the work by Luo et al. (2019). They are used to measure the deviation from the predicted ratings and the actual ratings given by the users. These measures can be complemented by a classification model, which will provide a more direct association with the purpose of a recommender system.

Objective measures of precision, recall and $F_1$ scores were also applied by Luo et al. (2019) to evaluate the co-SVD. However, specific measurement metrics for recommender systems, such as the top-N recommendation evaluation as used in research works (Maheshwari and Majumdar, 2018; Hu et al., 2018; Lee et al., 2019) should be reported.

1.3 Reproducible Research Summary

To summarize, details of the reproducible research are as follows:

1. Reproduce the co-SVD implementation with minor result differences against the original work,
2. Conduct additional evaluations, using the top-N recommendations, including using the newer dataset released by MovieLens ¹,
3. Publish the source code of this implementation to contribute to the recommender systems community for research continuation.

The rest of this paper is structured as follows; in Section 2, the procedures of reproducing co-SVD are elaborated, in Section 3, the evaluation of the reproduced co-SVD are discussed and we conclude in Section 4.

2 REPRODUCING THE co-SVD METHOD

In reproducing the work by Luo et al. (2019), several challenges were encountered:

1. Data Pre-processing
   Applying the same data pre-processing procedures described by Luo et al. (2019) on the same dataset, resulted in a difference in the number of tags.

2. Hyper-parameters
   The hyper-parameters such as the learning rate and seed number for dataset splitting, were not provided nor clearly explained in Luo et al. (2019). Without access to these settings, results consistent with the published article cannot be reproduced accurately and pose a challenge to validate the implementation.

The next subsections will elaborate and discuss the reproducible issues and their corresponding solutions, starting with a description of the datasets.

2.1 Evaluation Datasets

Two MovieLens datasets were applied in the work by Luo et al. (2019); a small dataset and a larger dataset. The small dataset is the MovieLens 100K dataset (ml-100K (2016))² released in the year 2016. This dataset contains 100,004 ratings and 1296 tag records across 9125 movies. It was collected from 671 users between January 9, 2015, and October 16, 2016. However, this dataset is no longer available on the GroupLens official website. The dataset was downloaded from the Internet Archive online library.

The large dataset is the MovieLens 10M dataset (ml-10M) that was released in the year 2009. This dataset contains 10,000,054 ratings and 95,580 tag records across 9125 movies. It was collected from 71,567 users of MovieLens.

For both of the datasets, the users were selected randomly, with the condition that the users have rated at least 20 movies. The values of the users’ ratings are between the range of 0.5 and 5.

¹MovieLens Dataset https://grouplens.org/datasets/movielens
²MovieLens 100K dataset 2016 https://bit.ly/2ULNV5i
As a newer version of the MovieLens 100K dataset (ml-100K (2018)) has been published, we also reported the results using this newer dataset. This is to assess the stability of the co-SVD results and also to provide continuation for the work. This ml-100K (2018) dataset was published in 2018, it contains 100,836 ratings and 3683 tag records across 9742 movies that were collected from 610 users. The dataset was collected between March 29, 1996, and September 24, 2018.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>ml-100K (2016)</th>
<th>ml-100K (2018)</th>
<th>ml-10M</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of Users</td>
<td>671</td>
<td>671</td>
<td>71,567</td>
</tr>
<tr>
<td>No of Movies</td>
<td>9125</td>
<td>9739</td>
<td>10,681</td>
</tr>
<tr>
<td>No of Ratings</td>
<td>100,004</td>
<td>100,836</td>
<td>10,0054</td>
</tr>
<tr>
<td>No of Tags</td>
<td>1296</td>
<td>3683</td>
<td>95,564</td>
</tr>
<tr>
<td>Completeness (Ratings)</td>
<td>1.63e-2</td>
<td>1.76e-2</td>
<td>1.31e-2</td>
</tr>
<tr>
<td>Completeness (Tags)</td>
<td>2.31e-2</td>
<td>6.20e-4</td>
<td>1.25e-3</td>
</tr>
</tbody>
</table>

Table 1: Details of datasets used.

The rating scale of all the MovieLens datasets is from 0 to 5. Summary of the three datasets used for our evaluation is tabulated in Table 1.

2.2 Data Pre-processing

The datasets were pre-processed where the discontinuous numbering of user_id, movie_id and tag_id were re-ordered and re-mapped to the lower ranges (re-indexed) in order not to affect the dataset representation.

The other data pre-processing was to filter tags with less than 5 occurrences, which was proposed by Vig et al. (2012), although they used 10 instead of 5.

Despite applying the same filtering rules, we could not match the recorded remaining tag records as stated by Luo et al. (2019). The differences of the post-processed datasets are as shown in Tables 2 and 3.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Original</th>
<th>Reproduced with Filter</th>
<th>Reproduced without Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of Users</td>
<td>671</td>
<td>671</td>
<td>71,567</td>
</tr>
<tr>
<td>No of Movies</td>
<td>9125</td>
<td>9125</td>
<td>10,681</td>
</tr>
<tr>
<td>No of Ratings</td>
<td>100,004</td>
<td>100,004</td>
<td>105,004</td>
</tr>
<tr>
<td>No of Tags</td>
<td>1296</td>
<td>3683</td>
<td>95,564</td>
</tr>
<tr>
<td>Completeness (Ratings)</td>
<td>1.63e-2</td>
<td>1.63e-2</td>
<td>1.63e-2</td>
</tr>
<tr>
<td>Completeness (Tags)</td>
<td>2.31e-2</td>
<td>9.76e-4</td>
<td>2.15e-3</td>
</tr>
</tbody>
</table>

Table 2: Comparison of ml-100K(2016) dataset between original work and reproduction.

In order to replicate as closely as possible to the figures recorded by Luo et al. (2019), several assumptions and additional methods were applied to both datasets. The methods are listed as follow:

Step I: Convert tags (text) to lowercase

Step II: Remove punctuations and whitespaces

Step III: Cross-reference with larger dataset (Latest complete MovieLens dataset)

A complete list of the tags was derived from the 27M MovieLens dataset instead of the ml-100K (2016) and ml-10M datasets. Although this narrowed the gap, there is still a significant gap.

To achieve a closer match to the figures stated in (Luo et al., 2019), the tag filtering threshold was revised. Various thresholds were used and re-applied to both datasets and the results for the number of remaining tags are depicted in Figures 1 and 2 for the ml-100K(2016) and ml-10M datasets respectively. Even with regressive testing using different thresholds, it was decided that by removing the threshold, it would result in the closest match to the number of tags. Hence, we proceeded with no threshold setting.

2.3 Model Development

The co-SVD implementation was reproduced from the algorithms provided by Luo et al. (2019) using the Python programming language (version 3.7). It utilizes Surprise, a Python library with common algorithms used for recommender systems. This enables the standardization of the models used for evaluation.

The format of the input to the model was not clearly discussed in the published work. To gener-

---

3MovieLens 100K dataset 2018 https://bit.ly/2xNMzhp


Surprise Python package http://surpriselib.com/
Figure 2: The number of remaining tag records of ml-10M dataset by different thresholds.

For the model, the settings of the hyper-parameters are crucial to generate consistent results. However, some hyper-parameters, such as learning rate and the seed number for data splitting, were not provided nor clearly explained in the original publication. In order to reproduce similar results as reported by Luo et al. (2019), hyper-parameters tuning is required. "Grid Search" (also known as Brute-force Search) (Chicco, 2017) was applied to find the optimal hyper-parameters of the reproduced model.

In order to achieve the lowest RMSE, the learning rate of the model was set as 0.0028 and 65 iterations (epoch) were used for each execution iteration. The regularization weights of co-SVD stated by Luo et al. (2019) was followed. With the same setting, the results of other evaluation metrics are optimal.

3 EVALUATION

The next few sub-sections will elaborate on the setup of the experiments, the extensive verification procedures, description of the measurements metrics and the baseline methods.

3.1 Dataset

Three datasets (as shown in Table 1) were used for this evaluation. They are 100K MovieLens dataset year 2016 (ml-100K (2016)), 100K MovieLens dataset year 2018 (ml-100K(2018)) and 10M MovieLens dataset (ml-10M).

3.2 Performance Metrics

3.2.1 Precision and Recall

In addition to the RMSE and MAE, precision and recall measures were used for evaluating the model performance by Luo et al. (2019). Some data transformation steps are required for measuring precision and recall. The actual and predicted ratings need to be transformed into binary labels (high rating as 1, low ratings as 0). A threshold was set for classifying the ratings and 3.5 was adopted as the threshold by Luo et al. (2019). The ratings that are greater or equal to 3.5 will be labelled as “high rating”. Otherwise, they will be labelled as “low rating”.

However, the precision and recall based on the threshold to rate high and low were not applied in our work. We omitted this evaluation because we deemed this setting of the threshold to be unsuitable. To measure the precision and recall, the separation (the threshold setting) of the high and low rated items was defined and it was done across the board without taking into account the individual user’s rating scale. We deemed this as inappropriate as each user will have their own personal rating scales. This is in concurrence with Herlocker et al. (2004), where it was stated that an item rated with 3 on a 5-point scale may be considered as a high rating by a user, but another user may or may not agree with it.

Instead of using a fixed threshold for all users, individual thresholds were computed using the top-N recommendations approach. To generate top-N recommendations, the predicted ratings were ranked and the highest N ranked items will be the selected recommendations.

For the purpose of computing the precision and recall, the thresholds to determine whether the ratings are relevant (high rating) or irrelevant (low rating) is determined individually by computing the means of the ratings given by the users. If the rating of the item is greater than or equal to the threshold, then the item is considered relevant to the user, otherwise irrelevant.

Based on the predicted top-N recommendations, the precision and recall rates determine the algorithm performance on making relevant recommendations. The value of N is typically set as 5. The number is...
low as users are generally interested and will rate only a few items. This setting is most effective for top-N recommendations as discussed in the work proposed by Steck (2010).

For a user $u$, the precision rate for top-5 recommendations is denoted as $\text{Precision}_u@5$; the recall rate is denoted as $\text{Recall}_u@5$. The $\text{Precision}_u@N$ and $\text{Recall}_u@N$ can be computed by the equations given in Equation 1.

$$\text{Precision}_u@N = \frac{|\text{Rel}_u \cap \text{Rec}_u|}{|\text{Rec}_u|}$$
$$\text{Recall}_u@N = \frac{|\text{Rel}_u \cap \text{Rec}_u|}{|\text{Rel}_u|}$$ (1)

where $\text{Rel}_u$ represents a set of items that is relevant to the user $u$ (e.g., a set of items rated by user $u$); $\text{Rec}_u$ represents a set of $N$ items that are recommended to the user $u$.

An overall average $\text{Precision}_u@N$ and $\text{Recall}_u@N$ were calculated across the users base. They were denoted as $\text{Precision}@5$ and $\text{Recall}@5$ for top-5 recommendations.

### 3.2.2 Normalized Discounted Cumulative Gain

In addition to using $\text{Precision}@5$ and $\text{Recall}@5$, the normalized discounted cumulative gain (nDCG) measure (Järvelin and Kekäläinen, 2002) was also reported. nDCG is to examine the performance according to the ranked positions of the recommended items. Let $y_k$ represents the availability of the rating $(r_{u,i_k})$ for user-item pairs $(u,i_k)$ that the item is the $k^{th}$ items in the recommended items set $\text{Rec}_u$. If $i_k \notin \text{Rel}_u$, then $y_k$ will be set as 0. The equation for $\text{nDCG}@N$ is given in Equation 2:

$$\text{nDCG}@N = \frac{\text{DCG}_u@N}{\text{IDCG}_u@N}$$
$$\text{DCG}_u@N = \sum_{k=1}^{N} \frac{2^{y_k} - 1}{\log_2(k+1)}$$ (2)

where $\text{IDCG}_u@N$ represents the ideal $\text{DCG}_u@N$ that the $y_k$ for every item $i_k$ appeared in recommended item list will be set as 1.

### 3.3 Baseline Methods

Three baseline matrix factorization algorithms were selected for the performance comparison with our reproduced co-SVD. SVD (Koren et al., 2009), SVD++ (Koren, 2008) and NMF (Luo et al., 2014) were selected.

Luo et al. (2019) compared the co-SVD with SVD. The same comparisons were evaluated in our work as the results reported for SVD were very close to that of the co-SVD implementation. We have also included SVD++ and NMF as alternative approaches to the improvement of SVD and hence will be a suitable comparison vis-à-vis co-SVD.

Hyper-parameters optimization was done for all the models with “Grid Search”. The Surprise package do provide the functionality to perform the “Grid Search”. 10-fold cross-validation was applied to select the appropriate values of the hyper-parameters. The settings for the baseline methods are tabulated in Table 4.

<table>
<thead>
<tr>
<th>Model</th>
<th>Epochs</th>
<th>Learning Rate</th>
<th>Regularization Weight (reg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVD</td>
<td>60</td>
<td>0.008</td>
<td>0.091</td>
</tr>
<tr>
<td>SVD++</td>
<td>45</td>
<td>0.0012</td>
<td>0.0012</td>
</tr>
<tr>
<td>NMF</td>
<td>40</td>
<td>0.001</td>
<td>reg(users): 0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>reg(items): 0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>reg(users’ bias): 0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>reg(items’ bias): 0.001</td>
</tr>
</tbody>
</table>

### 3.4 Experimental Setup

The reproduced co-SVD was evaluated with 10-fold cross-validation for each different factor size $F$, where $F$ indicates the size of the dimension of the latent features. Neither the learning rate nor the epoch were stated by Luo et al. (2019) and through the Grid Search function provided by the Python Surprise package, the learning rate of 0.0028 and 65 iterations (epoch) were used for each execution iteration. The regularization weights of co-SVD stated by Luo et al. (2019) was followed. To ensure that the results can be reproduced in future, the seed number for the data splitting of cross-validation is set as 123.

### 3.5 Experimental Results

The RMSE and MAE results generated from cross-validation are shown in Table 5 and 6. The means are measured from the results obtained from cross-validation. The co-SVD was reproduced with minimal differences in terms of RMSE and MAE. The performance of reproduced co-SVD on 100K MovieLens (ml-100K (2016)) dataset is similar to that reported by Luo et al. (2019) with differences of less than 0.005. Also, the reproduced co-SVD performed slightly better when dealing with 10M MovieLens dataset (ml-10M).

Since the co-SVD was reproduced with minimal difference, the model was tested further with the top-
Table 5: RMSE and MAE performance on ml-100K (2016) dataset.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Model</th>
<th>Number of Factors</th>
<th>F=20</th>
<th>F=30</th>
<th>Diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>co-SVD</td>
<td>Luo et al. (2019)</td>
<td>0.8832</td>
<td>0.8818</td>
<td>0.0014</td>
</tr>
<tr>
<td>MAE</td>
<td>co-SVD</td>
<td>Luo et al. (2019)</td>
<td>0.6773</td>
<td>0.6731</td>
<td>0.0042</td>
</tr>
</tbody>
</table>

Table 6: RMSE and MAE performance on ml-10M dataset.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Model</th>
<th>Number of Factors</th>
<th>F=20</th>
<th>F=30</th>
<th>Diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>co-SVD</td>
<td>Luo et al. (2019)</td>
<td>0.7866</td>
<td>0.7917</td>
<td>0.0051</td>
</tr>
<tr>
<td>MAE</td>
<td>co-SVD</td>
<td>Luo et al. (2019)</td>
<td>0.6039</td>
<td>0.6076</td>
<td>0.0038</td>
</tr>
</tbody>
</table>

Table 7: Precision@5, Recall@5 and nDCG@5 performance on ml-100K (2016) dataset.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Model</th>
<th>Number of Factors</th>
<th>F=20</th>
<th>F=30</th>
<th>F=40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision@5</td>
<td>SVD++</td>
<td>0.5975</td>
<td>0.5971</td>
<td>0.6008</td>
<td></td>
</tr>
<tr>
<td>Recall@5</td>
<td>SVD++</td>
<td>0.5819</td>
<td>0.5806</td>
<td>0.5766</td>
<td></td>
</tr>
<tr>
<td>nDCG@5</td>
<td>SVD++</td>
<td>0.5744</td>
<td>0.5748</td>
<td>0.5640</td>
<td></td>
</tr>
</tbody>
</table>

Table 8: Precision@5, Recall@5 and nDCG@5 performance on ml-10m dataset.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Model</th>
<th>Number of Factors</th>
<th>F=20</th>
<th>F=30</th>
<th>F=40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision@5</td>
<td>SVD++</td>
<td>0.6541</td>
<td>0.6531</td>
<td>0.6515</td>
<td></td>
</tr>
<tr>
<td>Recall@5</td>
<td>SVD++</td>
<td>0.6657</td>
<td>0.6664</td>
<td>0.6655</td>
<td></td>
</tr>
<tr>
<td>nDCG@5</td>
<td>SVD++</td>
<td>0.5888</td>
<td>0.5828</td>
<td>0.5720</td>
<td></td>
</tr>
</tbody>
</table>

Refined co-SVD Recommender Algorithm: Data Processing and Performance Metrics

N recommendation evaluation. The top-5 recommendations were generated for each baseline method and the reproduced co-SVD model with the three datasets mentioned in Section 3.1. Those recommendations were evaluated based on Precision@5, Recall@5 and nDCG@5 score. The results of each dataset are in Table 7, 8 and 9. The best results among the comparison were bold and colored.

3.6 Discussion

Based on the results shown in Table 7 and 8, SVD performed marginally better than co-SVD in terms of both Precision@5 and Recall@5 metrics. Even with careful tweaking of the evaluation parameters, the co-SVD cannot outperform SVD. However, both results shown in Table 7 and 8 were generated with smaller datasets (ml-100K year 2016 & 2018) where they have lesser tag records and could not represent users preferences well.

The larger dataset (ml-10M), with more tag records, was therefore used for the model's evaluation. The results are shown in Table 9, where SVD++ outperforms other models in terms of both Precision@5 and Recall@5 metrics.

SVD++ has better performance because of the implicit feedback derived from the rating matrix. The implicit feedback indicates that a user rated an item, regardless of the rating value. It reflects the users' options among the items and enriched the users' preference of the model. However, the tag application of a user on an item does not imply the user's preference for the item. The users could just apply the tag on the item without taking into consideration of their own interest of the item. The tag is just treated as a better descriptor of the item.

Although the co-SVD method was outperformed by SVD++, even with the richer tag records, it does...
achieve a better nDCG@5 score than all the other baseline methods (Table 9). It is likely to be due to the richer tag records that enhanced the rating predictions and improve the quality of the ranking of the items produced.

4 CONCLUSION AND FUTURE WORKS

We have successfully reproduced and implemented the co-SVD algorithm. In our work, we have also eliminated an immaterial step (tags filtering) in the data processing, provided detailed hyper-parameters, and reported results using suitable performance metrics, including updated dataset results.

Even with the elimination of the number of tag records selection threshold, the reproduction was able to produce results that had minimal differences with the work published by Luo et al. (2019). With the evaluation using the latest dataset (ml-100K (2018)), the performance of co-SVD was consistent compared to the results generated with ml-100K (2016). To achieve this, the hyper-parameters of the reproduced co-SVD was selected through the “Grid Search” as stated in Section 3.4.

With the reproduced co-SVD, the model evaluation was extended with top-N recommendations. Overall, the co-SVD does not outperform other baseline models in terms of Precision@5 and Recall@5, but it achieved the highest nDCG@5 score among the baseline models. Overall, SVD++ performed better than co-SVD in top-5 recommendation evaluation. For the continuity of the research, the source code of this experiment was published on GitHub for others to replicate or enhance.

For future works, we will proceed to evaluate co-SVD with extreme situation, such as cold-start problem. Since implicit feedback contributed well to the recommendations prediction, we will continue research in this direction.
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