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In this work we propose a new approach to 3D object pose tracking in sequences of RGB images acquired
by a calibrated camera. A single hourglass neural network that has been trained to detect fiducial keypoints
on a set of objects delivers heatmaps representing 2D locations of the keypoints. Given a calibrated camera
model and a sparse object model consisting of 3D locations of the keypoints, the keypoints in hypothesized
object poses are projected onto 2D plane and then matched with the heatmaps. A quaternion particle filter
with a probabilistic observation model that uses such a matching is employed to maintain 3D object pose
distribution. A single Siamese neural network is trained for a set of objects on keypoints from the current and
previous frame in order to generate a particle in the predicted 3D object pose. The filter draws particles to
predict the current pose using its a priori knowledge about the object velocity and includes the predicted 3D
object pose by the neural network in a priori distribution. Thus, the hypothesized 3D object poses are generated
using both a priori knowledge about the object velocity in 3D and keypoint-based geometric reasoning as well
as relative transformations in the image plane. In an extended algorithm we combine the set of propagated
particles with an optimized particle, whose pose is determined by Levenberg-Marguardt.

1 INTRODUCTION

Determining pose between object and camera is a
classical problem in computer vision, but it has re-
cently attracted considerable attention.  Although
RGBD-based methods can estimate 6DoF object pose
with high accuracies on popular benchmark data
(Kaskman et al., 2019), considerable research efforts
are devoted to RGB-based methods for 3D object
pose estimation to improve their efficiency and usabil-
ity. The RGB-only approaches suffer heavily from in-
herent scale ambiguities (Xiang et al., 2018). Existing
methods can be divided into category level methods
(Pavlakos et al., 2017; Wang et al., 2018; Chen et al.,
2021) and instance level methods (Rad and Lepetit,
2017; Kehl et al., 2017; Tekin et al., 2018; Peng et al.,
2019; Hu et al., 2019). The former group encom-
passes methods that focus more on handling intra-
category variation and aims at estimating poses for an
entire category. In later methods, training set and test
set contain the same objects.

In general, recent methods follow either of two
approaches: (i) keypoint-based approaches that de-
tect a sparse set of keypoints and afterward align a
3D object representation to detections on the image,
(ii) rendering-based approaches utilizing a generative
model, that is built on a 3D mesh representation of an

574

Majcher, M. and Kwolek, B.
Pose Guided Feature Learning for 3D Object Tracking on RGB Videos.
DOI: 10.5220/0010886800003124

object undergoing observation. The later methods es-
timate the object pose by reconstructing the input im-
age through rendering-and-comparing (analysis-by-
synthesis) and usually better cope with partial occlu-
sions (Egger et al., 2018).

Recent methods for object pose estimation are
based on convolutional neural networks (CNNs).
They can be divided into indirect and direct meth-
ods. Indirect methods aim at establishing 2D-3D
correspondences between the coordinates in the im-
age plane and object coordinates or learn a pose em-
bedding at an intermediate stage. In contrast, direct
methods determine the final 6D pose without using
such an intermediate representation. A first attempt
to utilize a CNN for direct regression of 6DoF ob-
ject poses was PoseCNN (Xiang et al., 2018). How-
ever, existing CNN-based methods usually need sep-
arate networks for each object instance (Kehl et al.,
2017; Tekin et al., 2018; Manhardt et al., 2020),
which results in long training times. The current top-
performing deep learning-based methods rely on the
indirect strategies. For instance, in (Rad and Lepetit,
2017) the 2D projections of fixed points, e.g. the 3D
corners of the encapsulating bounding box are deter-
mined. (Hu et al., 2019; Peng et al., 2019) addition-
ally perform object segmentation coupled with vot-
ing for each correspondence in order to improve the
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performance and robustness. Most pf the recent re-
search efforts are directed towards predicting dense
rather than sparse correspondences (Zakharov et al.,
2019; Fan et al., 2021). There are also first attempts to
make RANSAC/PnP differentiable (Brachmann and
Rother, 2019).

Although, vast work has been done in the field
of 3D object pose estimation, there is comparatively
small number of related works on 3D object tracking
(Fan et al., 2021). Moreover, most existing methods
deliver only a single guess of the object’s pose. In
robotic applications, such approaches can be less use-
ful as robots should be aware of pose uncertainty be-
fore taking an action. Modeling uncertainties through
continuous distributions over 3D object coordinates
or bounding box coordinates have been studied in
(Brachmann et al., 2016) and (Tremblay et al., 2018),
respectively. Recently, (Majcher and Kwolek, 2021)
proposed deep quaternion pose proposals for 3D ob-
ject pose tracking on RGB images. A 3D object
model is rendered and then matched with the object
segmented in advance by a neural network. Object
keypoints detected by a simple neural network are fed
to PnP algorithm in order to calculate an object pose
hypothesis, which is then injected into the probability
distribution, recursively updated in a Bayesian frame-
work.

Inspired by the analysis above and gaps in existing
approaches, in this work we propose a novel approach
to 3D object pose tracking in sequences of RGB im-
ages acquired by a calibrated camera. We trained
a single hourglass neural network in order to detect
fiducial keypoints on a set of objects, which delivers
heatmaps representing 2D locations of the keypoints.
Given a calibrated camera model and a sparse object
model consisting of 3D locations of the keypoints,
the keypoints in hypothesized poses of the object are
projected onto 2D plane and then matched with the
heatmaps. A quaternion particle filter with probabilis-
tic observation model that uses such a matching is em-
ployed to maintain 3D object pose distribution. For a
set of objects, we also trained a single Siamese neu-
ral network on keypoints from the current and previ-
ous frame in order to generate a predicted object pose
on the basis of geometrical relations and motion of
the keypoints in the image plane. The filter draws
particles to predict the current pose using its a pri-
ori knowledge about the object velocity and includes
the predicted 3D object pose by the neural network in
a priori distribution. Owing to reliable detections of
object keypoints and heatmap-based representation of
keypoint locations, a simplified keypoint only-based
observation model has been proposed for a Bayesian
filter, which permits reliable tracking of 3D object
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pose. The novelty of this work lies in synergistic
combination of 2D and 3D information about object
motion to generate object pose hypotheses, which are
then verified on the basis of deep heatmaps, deter-
mined by the learned neural network.

2 METHOD

At the beginning we outline quaternions and explain
the motion model of quaternion particle filter. In Sub-
section 2.2 we present a neural network for extracting
object keypoints. Subsection 2.3 details the algorithm
for 3D object pose tracking.

2.1 Quaternion Particle Filter

Quaternions can be viewed as numbers with one real
part and three distinct imaginary parts: q = g, +
qxi+ qyj + q:k, where g,,,qy,qy, and g, are real num-
bers, and i,j,k satisfy i* = j> = k*> = ijk = —1, and
ij = —ji=k, jk = —kj =1, ki = —ik =j. This implies
that quaternion multiplication is generally not com-
mutative. The quaternion q = gy, + g,i + gyj + gk can
also be viewed as q = w+v, where v = g,i+¢yj+g.k.

A unit-length quaternion (|q| = 1) is generated by
dividing each of the four components by the square
root of the sum of the squares of those components.
Every quaternion with unit magnitude enforces the
number of DoF to three, and thus represents a rota-
tion of angle 0 about an arbitrary axis. Unit quater-
nions can be represented as a sphere of radius equal
to one unit. The vector originates at the sphere’s cen-
ter, and all rotations take place along its surface. If
the axis passes through the origin of the coordinate
system and has a direction given by the vector n with
[n| = 1, we can parameterize this rotation in the fol-
lowing manner:

a=[gw 4 9y 0] = [cos(38) fsin(36)| = [w v
)]
The set of unit-length quaternions is a sub-group
whose underlying set is named $°. This set of unit
quaternions corresponds to the unit sphere S in R*.
As the quaternions q and —q represent identical ro-
tation, only one hemisphere of S* needs to be taken
into account, and thus we choose the northern hemi-
sphere Si with q > 0, which in turn is equivalent to
0 € [0, 7.
The quaternion multiplication can be expressed as
follows:

Qo *dq; = [wo Vol[w1 vi]
= [W()Wl — Vo V] WoV] +WwW1Vg+ Vg X Vl]

@)
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where X stands for vector cross product, - is vec-
tor dot product and x denotes quaternion multiplica-
tion. Quaternion multiplication is noncummutative,
i.e. qo*q is not the same as q; xqo. The logarithm
of q is defined as follows:

logMap(q) = logMap([cos(at) nsin(a)]) = [0 on]
3)
where o = 1. It is worth noting that the logMap(q)
is not a unit quaternion. The exponential function is
defined as:

expMap(p) = expMap([0 an]) = [cos(a) nsin(a)]

“)
where p = [0 an] = [0 (ox oy 0z)] with n as unit
vector (||n|| = 1). By definition expMap(p) always
returns a unit quaternion.

Particle filters (PFs) allow robust estimation of
hidden features of dynamical systems (Kutschireiter
et al.,, 2017). In this work the unit quaternion is
used as representation of the rotational state space for
a particle filter. The state vector describing the 6D
object pose comprises two parts: a quaternion as a
description of rotations and translation vector in Eu-
clidean space, which origin is in the camera coordi-
nate system. Let us denote by q the unitary quater-
nion representing the rotation in time ¢, and by z the
3D translation in time ¢. The state vector assumes the
following form: x = [q z], where q is a unitary quater-
nion and z is a 3D translation vector. To introduce the
process noise in the quaternion motion of particle 7, a
three dimensional normal distribution with zero mean
and covariance matrix C, in the tangential space is ap-
plied as follows (Majcher and Kwolek, 2021):

q;(t +1) = expMap(N(([0,0,0]",C,)) % q;(t)  (5)

where q;(¢) - orientation of particle i at time ¢, C, - co-
variance matrix for rotation with standard deviations
(Y1 Y2 Yr3) on the diagonal, x - quaternion product
(2) and expMap - exponential function (4). The prob-
abilistic motion model for the translation can be ex-
pressed as follows:

z;(t+1) = z;(¢) + N(]0,0,0)7,C,) (6)

In a particle filter, each sample particle i is represented
as s;(¢t) = (x;(t),w;i(t)), where w;(¢) is the particle’s
weight. The weights are calculated on the basis of
a probabilistic observation model and then used in
the resampling of the particles. With the resampling
the particles with large weights are replicated and
the ones with negligible weights are eliminated. The
probabilistic observation model is detailed in Section
2.3.
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2.2 Estimation of Object Keypoints

The stacked hourglass model (Newell et al., 2016)
was originally developed for single-person human
pose estimation and designed to output a heatmap for
each body joint of a target person. Every heatmap
represents the likely position of a single joint of the
person. Thus, the pixel with the highest heatmap acti-
vation represents the predicted location for that joint.
Hourglass blocks comprise progressive pooling fol-
lowed by progressive upsampling. The residuals that
were introduced in ResNets are employed as their ba-
sic building blocks. Each residual has three layers:

e al x 1 convolution (for dimensionality reduction,
from 256 to 128 channels)

e a3 x 3 convolution

* a1 x 1 convolution (for dimensionality enlarge-
ment, back to 256)

In discussed neural network architecture, 7 X 7 con-
volutions with strides of (2,2) are executed on the in-
put images, 2 x 2 max-poolings with strides of (2,2)
are executed for downsampling, whereas the nearest
neighbor is utilized for upsampling the feature maps
by a factor equal to 2. A characteristic feature of this
architecture is that before each pooling, the current
feature map is branched off as a main branch and a
minor branch with three basic building blocks. Such
a minor branch is upsampled to the original size and
then added to the main branch. After every pool-
ing, three basic building blocks are added. The fea-
ture maps between each basic building block have
256 channels. In the original architecture, two hour-
glass blocks were stacked and an intermediate loss has
been placed between them and utilized as a compo-
nent in the complete loss. The network ended with
two 1 x 1 convolutions responsible for calculating the
heatmaps. The training of such a hourglass neural
network on MPII dataset took about three days on a
12GB NVIDIA TitanX GPU.

Figure 1 depicts the architecture of the hourglass
neural network that has been designed for determin-
ing the object keypoints. The neural network operates
on RGB images of size 256 x 256 and delivers 2D lo-
cations of eight object points, where each of them is
represented by a heatmap on a separate channel. It
consists of two hourglass blocks, see two rectangles
with dotted lines.

Each basic residual block, see read block on
Fig. 1, consists of a branch with three convolutions
(1 x1,3x3and 1x 1) that are followed by batch
normalizations, and a direct connection to calculate
the residual. The feature map that is fed to the first
hourglass is determined by a residual block, which
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Figure 1: Architecture of neural network for detection of
object keypoints.

is similar to a basic block except that instead of di-
rect connection a 1 x 1 convolution is utilized in or-
der to calculate the residual. The feature map that is
fed to mentioned above residual block is determined
by a block consisting of 1 x 1 convolution, batch nor-
malization, basic residual block, max pooling, and
the basic residual block. The first hourglass block is
followed by a residual block with 1 x 1 convolution
followed by 3 x 3 convolution in the first branch and
1 x 1 convolution in the second one.

The feature maps determined by both hourglass
blocks are utilized in calculating the loss. The mean
squared error has been used in the loss function
comparing the predicted heatmaps to a ground-truth
heatmaps with 2D gaussians centered at the object
keypoints. The neural network detects eight fiducial
keypoints that are represented by heatmaps on sepa-
rate output maps. The variance of 2D gaussians rep-
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resenting locations of fiducial points in the images
from the training subset has been set to five pixels.
The neural network has been trained using RMSprop
optimizer with learning rate set to le-6. It has been
trained in 400 epochs and batch size set to 32.

2.3 Algorithm for 6D Object Pose
Tracking

The algorithm operates on sequences of RGB images
that are acquired by a calibrated camera. For ev-
ery object of interest a 3D sparse object model has
been prepared in advance. Every 3D model con-
sists of eight 3D locations that correspond to fidu-
cial keypoins of the object and which are detected
by the neural network. On every image, eight fidu-
cial objects points are determined using the hourglass
neural network, which has been discussed in Subsec-
tion 2.2. The positions of fiducial points on the ob-
jects were selected manually. Given the ground-truth
data the 3D positions of the fiducial points have been
determined afterwards. Using the parameters of the
calibrated camera they were then projected onto the
image plane. Every keypoint has been represented
by zero-mean normal distribution of pixel intensities,
centered on it and stored in a separate image. The ob-
ject keypoints have been stored in multidimensional
images with number of channels equal to number of
keypoints. Using the ground-truth data the 3D points
have been projected to image plane to determine a
window surrounding the object to cut the subimage
with object centered on it. The coordinates of sub-
windows were also used to cut subimages from the
multidimensional image, which were then resized to
64 x 64, see also output shape on Fig. 1.

During 3D object pose tracking, given the object
pose determined in the previous frame, a subimage
surrounding the object is determined and then scaled
to size of 256 x 256. Such an image is then fed
to hourglass neural network that determines the key-
points and represents them as heatmaps on separate
images of size 64 x 64. 2D locations of the keypoints
on such images are determined through seeking for
maximas in the heatmaps. The 2D locations of the
keypoints representing the object in current and the
previous frame were then fed to a Siamese neural
network (Majcher and Kwolek, 2021) to predict the
3D object pose, i.e. to calculate the 3D translation
and rotation of the object in the current frame. The
quaternion particle filter, which is outlined in Sub-
section 2.1, consisting of 200 particles has been em-
ployed to achieve 3D object pose tracking. A subset
of the particles without the particle with the small-
est weight is resampled and then each particle is pre-
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dicted according to probabilistic motion model, dis-
cussed in Subsection 2.1. A priori probability distri-
bution determined in such a way is extended about
particle with pose determined by the Siamese neural
network. Given a particle state, the 3D keypoints are
projected onto the image. At keypoint coordinates,
the values of heatmaps are determined and then aver-
aged. Such averaged values have then been utilized
to calculate the values of particle weights. The likeli-
hood of the particle s can be expressed in the follow-
ing manner:

d(s)—dmin )2

p(y|x = S) = ei}”(dmax—dmin (7

where the mean distance d has been computed di-
rectly on the basis of the heatmap values: d(s) =
1.0— % Y. d;, where dj is a value given by the heatmap
map for the keypoint i projected onto the image plane,
whereas N is equal to eight and A was determined ex-
perimentally.

3 EXPERIMENTAL RESULTS

At the beginning of this Section we discuss the eval-
uation metric for 6D pose estimation. Afterwards, we
present experimental results.

3.1 Evaluation Metric for 6D Pose
Estimation

We evaluated the quality of 6-DoF object pose esti-
mation using ADD score (Average Distance of Model
Points) (Hinterstoisser et al., 2013). ADD is defined
as average Euclidean distance between model vertices
transformed using the estimated pose and the ground
truth pose. It is defined as follows:

ADD:avgxeM||(Rx+t)—(I?x+f)||2 (8)

where M is a set of 3D object model points, t and R
are the translation and rotation of a ground truth trans-
formation, respectively, whereas t and R correspond
to those of the estimated transformation. This means
that it expresses the average distance between the 3D
points transformed using the estimated pose and those
obtained with the ground-truth one. The pose is con-
sidered to be correct if average distance e is less than
ked, where d is the diameter (i.e., the largest distance
between vertices) of M and k, is a pre-defined thresh-
old (normally it is set to ten percent).
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3.2 Evaluation of 3D Object Pose
Tracking

We evaluated our algorithm on a freely available OPT
benchmark dataset (Wu et al., 2017). It is a large 6-
DOF object pose tracking dataset that consists of 552
real-world image sequences. It includes RGB video
recordings of tracked objects, their 3D models, and
true poses. The dataset contains six models of vari-
ous geometric complexity. Object movement patterns
are diverse and the most natural scenario is FreeMo-
tion scenario in which the movements are in arbitrary
directions. As the OPT dataset does not contain the
object keypoints, we added eight keypoint locations
on each image from the FreeMotion scenario.

Table 1 presents root-mean-square errors (RMSE)
for 2D keypoints locations, which were obtained on
images from FreeMotion scenario of the OPT dataset.
It shows errors that were obtained for the four camera
views. In discussed table the RMSE errors achieved
by the hourglass neural network are compared with
the RMSE errors achieved by a simple neural net-
work. The simple neural network consisted of two
blocks with 32 and 64 3 x 3 2D convolutional fil-
ters, followed by 2 x 2 max pool and batch normal-
ization, which in turn were followed by three blocks
with 3 x 3 2D convolutional filters and batch normal-
ization, with 128, 256, and 512 filters each. On every
image a rectangle of size 128 x 128 with the object in
its center has been cropped and then stored for evalu-
ation of the precision of determining the 2D locations
of the keypoints. As we can observe, the hourglass
architecture permits achieving considerably smaller
RMSE errors in comparison to errors achieved by the
simple network.

Table 1: RMSE achieved on the OPT dataset by our network
for fiducial keypoints estimation.

Left | Right | Back | Front
Iron. (simple) 1592 | 12.78 | 9.53 7.83
Iron. (hourglass) 226 | 270 | 0.65 | 0.66
House (simple) 10.92 | 11.59 | 14.57 | 16.60
House (hourglass) | 4.24 3.22 3.35 2.05

Bike (simple) 1545 | 14.69 | 6.68 9.42
Bike (hourglass) 2.14 2.39 0.93 2.74
Jet (simple) 10.40 | 14.70 | 16.39 | 19.50
Jet (hourglass) 2.32 1.10 | 4.78 8.85
Soda (simple) 10.63 | 8.77 | 19.35 | 2.61
Soda (hourglass) 491 0.65 5.06 1.83
Chest (simple) 18.42 | 21.67 | 17.26 | 14.80

Chest (hourglass) 9.06 | 10.83 | 3.80 | 4.84

Table 2 contains ADD scores that have been
achieved by our algorithm on the OPT benchmark
dataset in the FreeMotion scenario. All tracking



scores presented below are averages of three indepen-
dent runs of the algorithm with unlike initializations.
As we can observe, the average 10% ADDs are close
or better than 60%, except of the soda object, c.f. re-
sults in penultimate row in the discussed table.

Table 2: ADD scores [%] achieved on the OPT dataset by
our network, with PF-based object pose tracking.

ADD [%] Iron. | House | Bike | Jet | Soda | Chest
beh., ADD 10% | 81 80 62 81 | 35 25
beh., ADD 20% | 99 99 90 95 | 43 29
left, ADD 10% 58 74 77 59 | 58 54
left, ADD 20% 93 95 96 81 | 93 89
right, ADD 10% | 53 66 78 69 | 46 74
right, ADD 20% | 84 89 98 78 | 96 96
front, ADD 10% | 80 86 57 49 | 56 79
front, ADD 20% | 99 100 89 77 | 84 96
Avg., ADD 10% | 68 77 69 65 | 49 58
Avg., ADD 20% | 94 96 93 83 | 79 78

The ADD scores presented in Tab. 3 have been
achieved by algorithm with a pose refinement. The
pose refinement has been realized by a Levenberg-
Marguardt (LM) algorithm. The pose represented by
the best particle has been used to initialize staring vec-
tor from which the LM optimization is run. Finally,
we combined the set of propagated particles with the
optimized particle, i.e. with pose determined in LM-
based object pose refinement. Comparing the ADD
scores achieved by the discussed algorithm against re-
sults presented in Tab. 2, we can observe that LM-
based pose refinement permits achieving better re-
sults. As we can see, for ADD 10% all ADD scores
are better, except for the ADD score achieved for the
soda object.

Table 3: ADD scores [%] achieved on the OPT dataset by
our network, with PF-based object pose tracking, and LM-
based pose refinement.

ADD [%] Iron. | House | Bike | Jet | Soda | Chest
beh., ADD 10% | 90 81 70 87 | 40 36
beh., ADD 20% | 99 99 97 96 | 44 41
left, ADD 10% 68 74 82 64 | 59 60
left, ADD 20% 98 99 99 84 | 87 90
right, ADD 10% | 64 71 89 76 | 32 70
right, ADD 20% | 91 99 100 | 83 | 97 97
front, ADD 10% | 81 86 59 65 | 63 83
front, ADD 20% | 97 98 92 91 | 79 97
Avg., ADD 10% | 72 78 75 73 | 49 62
Avg., ADD 20% | 92 98 97 88 | 77 81

Table 4 compares results achieved by our algo-
rithm, where in the observation model the matching
was based on keypoints and heatmaps, and for com-
parison the observation model was based on object
segmentation and object rendering as in (Majcher and
Kwolek, 2021). As we can observe, none of the dis-
cussed algorithms obtains statistically better results.
However, it is worth noting that the observation model
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based on keypoints and heatmaps is much simpler and
easier in implementation. Moreover, significant gains
in tracking speed are expected to be achieved due
to rapid progress in hardware dedicated to executing
neural networks as well as progress in compression of
models of the neural networks.

Table 5 contains AUC scores achieved by recent
methods in 6D pose tracking of six objects in the
FreeMotion scenario. As we can observe, our algo-
rithm attains better results than results achieved by
PWP3D, UDP, and ElasticFusion. In comparison to
results attained by algorithm (Tjaden et al., 2019), re-
sults achieved by our algorithm are also better. How-
ever, it is worth noting that the discussed results
are averages from all scenarios, including translation,
zoom, in-plane-rotation, out-of-plane rotation, flash-
ing light, moving light, i.e. scenarios in which the
errors are usually smaller than in the challenging free
motion scenario. Moreover, the discussed method de-
livers a single guess of each object’s pose, whereas
our algorithm outputs best poses together with prob-
ability distributions. The AUC scores by our algo-
rithm are noticeably better than results achieved in
(Majcher and Kwolek, 2021). Owing to using more
advanced neural network for object keypoints detec-
tion the whole algorithm for 6D object pose tracking
has been considerably simplified.

Figure 2 depicts ADD scores over time on se-
quences of images, which were achieved by our net-
work and PnP, and our network, PF and LM-based
object pose refinement. As we can observe, our algo-
rithm permits achieving far better tracking of the 6D
object pose on sequences of RGB images. The PnP
tend to lose object pose after some time in image se-
quences.

Table 6 presents running times that were achieved
on Jetson AGX Xavier board and a PC equipped with
Intel Core i5-10400F and GeForce RTX 2060. At the
moment, due to unoptimized implementation the run-
ning time is longer on the Jetson, but it is expected
that it will be shortened. The complete system for 6D
pose estimation has been implemented in Python lan-
guage with experiments performed using Keras.

4 CONCLUSIONS

In this work, we presented an algorithm for 3D ob-
ject pose tracking in RGB images. It employs pairs
of objects keypoints to predict rotation represented
by quaternion, as well as translation with the corre-
sponding delta translation. A single Siamese neural
network for a set of objects is trained on keypoints
from current and previous frame in order to predict
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Table 4: ADD scores [%] achieved on the OPT dataset by our algorithm using keypoints and object rendering, as in (Majcher

and Kwolek, 2021).

Avg. ADD [%] Iron. | House | Bike | Jet | Soda | Chest
object seg. and rend., 10% 71 67 67 66 | 49 58
object seg. and rend., 20% 93 79 91 85 | 74 85
keypoints and heatmaps (our), ADD 10% | 72 78 75 73 | 49 62
keypoints and heatmaps (our), ADD 20% | 92 98 97 88 | 77 81

Table 5: AUC scores achieved on OPT dataset in FreeMotion scenario (Wu et al., 2017), compared with AUC scores achieved

by recent methods.

Ironman | House | Bike Jet Soda | Chest || Avg.
PWP3D (all sc.) (Prisacariu and Reid, 2012) 3.92 3.58 536 | 5.81 | 587 | 5.55 5.02
UDP (all sc.) (Brachmann et al., 2016) 5.25 5.97 6.10 234 | 849 | 6.79 5.82
ElasticFusion (all sc.) (Whelan et al., 2016) 1.69 2.70 1.57 1.86 | 1.90 | 1.53 1.88
Reg. G-N. (all sc.) (Tjaden et al., 2019) 11.99 10.15 | 11.90 | 13.22 | 8.86 | 11.76 || 11.31
DQPP (FreeMotion) (Majcher and Kwolek, 2021) 10.32 13.27 | 11.88 | 10.33 | 8.90 | 7.60 10.38
Hourglass, LM (FreeMotion) 7.89 7.87 11.18 | 6.59 | 8.14 | 6.48 8.02
Hourglass, PF (w/o LM) (FreeMotion) 11.44 1290 | 12.04 | 10.97 | 8.78 | 10.14 || 11.04
Our method (FreeMotion) 12.10 13.08 | 13.09 | 12.04 | 8.89 | 10.68 || 11.58
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Figure 2: ADD scores over time on sequences of images, obtained by our network and PnP, and our network, PF and LM-based

pose refinement (plots best viewed in color).

Table 6: Running times [sec.].

PC Jetson
Hourglass 0.050 | 0.020
Siamese 0.030 | 0.007
PF 0.053 | 0.130
Other functions | 0.017 | 0.023
Total 0.150 | 0.180

the 3D object pose. A keypoint-based pose hypoth-
esis is injected into the probability distribution that
is recursively updated in a Bayesian framework. We
demonstrated experimentally that keypoint locations
can be determined with sufficient precision by a single
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hourglass neural network for a set of objects of inter-
est. The observation model of Bayesian filter has been
simplified without a noticeable drop in pose tracking
accuracy. In contrast to recent approaches, the al-
gorithm delivers the probability distribution of object
poses instead of a single object pose guess. LM-based
pose refinement permits achieving better results. The
algorithm runs in real-time both on a PC and a Jetson
AGX Xavier. In future work we are planning to in-
vestigate the performance of the algorithm in scenar-
ios with partial occlusions, including configurations
of the algorithm with and without object rendering,



taking into account the rendering capabilities of Jet-
son AGX Xavier.
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