Enabling Markovian Representations under Imperfect Information

Francesco Belardinelli\textsuperscript{1,2}\textsuperscript{a}, Borja G. León\textsuperscript{1}\textsuperscript{b} and Vadim Malvone\textsuperscript{3}\textsuperscript{c}

\textsuperscript{1}\textit{Department of Computing, Imperial College London, London, U.K.}
\textsuperscript{2}\textit{Département d’Informatique, Université d’Evry, Evry, France}
\textsuperscript{3}\textit{INFRES, Télécom Paris, Paris, France}

Keywords: Markov Decision Processes, Partial Observability, Extended Partially Observable Decision Process, non-Markovian Rewards.

Abstract: Markovian systems are widely used in reinforcement learning (RL), when the successful completion of a task depends exclusively on the last interaction between an autonomous agent and its environment. Unfortunately, real-world instructions are typically complex and often better described as non-Markovian. In this paper we present an extension method that allows solving partially-observable non-Markovian reward decision processes (PONMRDPs) by solving equivalent Markovian models. This potentially facilitates Markovian-based state-of-the-art techniques, including RL, to find optimal behaviours for problems best described as PONMRDP. We provide formal optimality guarantees of our extension methods together with a counterexample illustrating that naive extensions from existing techniques in fully-observable environments cannot provide such guarantees.

1 INTRODUCTION

One of the major long-term goals of artificial intelligence is to build autonomous agents that execute temporally extended human instructions (Oh et al., 2017; Lake, 2019; León et al., 2021; Hill et al., 2021; Abate et al., 2021). Markov Decision Processes (MDPs) are a widely-used mathematical model for sequential decision-making (Mnih et al., 2015; Bellemare et al., 2017; Hill et al., 2020). MDPs are particularly relevant for reinforcement learning (RL) (Sutton and Barto, 2018), where an agent attempts to maximise a reward signal given by the environment according to a predefined goal. RL has proved successful in solving various challenging real-world scenarios, after various breakthroughs (Silver et al., 2017; Vinyals et al., 2019; Bellemare et al., 2020). However, MDPs – and consequently RL – rely on the Markovian assumption, which intuitively says that the effects of an action depend exclusively on the state where it is executed. Unfortunately, many real-world instructions are naturally described as non-Markovian. For instance, we may ask our autonomous vehicle to drive us home eventually, without hitting anything in the process, which is a temporally-extended, non-Markovian specification.

The problem of solving non-Markovian problems through Markovian techniques was first tackled in (Bacchus et al., 1996). Therein, the authors solved an MDP with non-Markovian rewards (NMRDP) by generating an equivalent MDP so that an optimal policy in the latter is also optimal for the former. Building on this, (Brafman et al., 2018; Giacomo et al., 2019; León and Belardinelli, 2020) extended the scope and applications of this method to solving temporally-extended goals. Still, this line of works focuses on fully observable environments, where the agent has perfect knowledge of the current state of the system. Assuming complete (state) knowledge of the environment is often unrealistic or computationally costly (Badia et al., 2020; Samvelyan et al., 2019), and while there exists successful empirical works applying (Bacchus et al., 1996) or similar extensions in scenarios of imperfect knowledge (Icarte et al., 2019; León et al., 2020), there is no theoretical analysis on which conditions these extensions should fulfill to guarantee solving the original non-Markovian model under imperfect state knowledge (also called partial observability or imperfect information).

\textbf{Contribution.} In this work we present a novel method to solve a partially-observable NMRDP
(PONMRDP) by building an equivalent partially-observable MDP (POMDP), while providing formal guarantees that any policy that is optimal in the latter has a corresponding policy in the former that is also optimal. We also prove that naive extensions of existing methods for fully-observable models can induce optimal policies that are not applicable in the original non-Markovian problem.

2 PARTIALLY OBSERVABLE MODELS

In this section we recall standard notions on partially observable (p.o.) Markov decision processes and their non-Markovian version. Furthermore, for both models we present their belief-state counterparts, policies, and policy values. Given an element \( U \) in an MDP, \( \mathcal{U} \) denotes its non-Markovian version, and \( U_b \) denotes its belief version. Given a tuple \( \vec{w} \), we denote its length as \( |\vec{w}| \), and its \( i \)-th element as \( \vec{w}_{i-1} \). Then, \( \text{last}(\vec{w}) = v_{|\vec{w}|-1} \) is the last element in \( \vec{w} \). For \( i \leq |\vec{w}| - 1 \), let \( \vec{w}_{i:j} \) be the suffix \( w_i, \ldots, w_{|\vec{w}|} \) of \( \vec{w} \) starting at \( w_i \) and \( \vec{w}_{i:j} \) its prefix \( w_0, \ldots, w_i \). Moreover, we denote with \( \vec{w} \cdot \vec{w}' \) the concatenation of tuples \( \vec{w} \) and \( \vec{w}' \). Finally, given a set \( V \), we denote with \( V^\dagger \) the set of all non-empty sequences on \( V \).

Definition 1 (PONMRDP). A p.o. non-Markovian reward decision process is a tuple \( \langle S, A, T, \mathcal{R}, Z, O, \gamma \rangle \), where:

- \( S \) is a finite set of states.
- \( A \) is the finite set of actions.
- \( T : S \times A \times S \rightarrow [0, 1] \) is the transition probability function that returns the probability \( T(s' | s, a) \) of transitioning to the successor state \( s' \), given the previous state \( s \) and action \( a \) taken by the agent.
- \( \mathcal{R} \) is the reward function defined as \( \mathcal{R} : (S \times A)^+ \rightarrow \mathbb{R} \).
- \( Z \) is the set of observations.
- \( O : S \times A \times S \rightarrow Z \) is the observation function that gives the current state \( s \) and action \( a \), draws an observation \( z \) based on the successor state \( s' \).
- \( \gamma \in (0, 1] \) is the discount factor.

Note that, we consider a deterministic observation function for simplicity of presentation. However, the environment is still stochastic due to the transition function. We adopt this modelling since it is the standard approach for RL algorithms working in p.o. scenarios (Rashid et al., 2018; Icarte et al., 2019; Vinyals et al., 2019; Zhao et al., 2021).

A trajectory \( s_0, a_1, \ldots, s_n \in (S \times A)^+ \), \( S \), denoted as \( \vec{x} \), is a finite (non-empty) sequence of states and actions, ending in a state, where for each \( 1 \leq i \leq n \), \( T(s_i | s_{i-1}, a_i) > 0 \). By Def. 1, a p.o. Markov decision process (POMDP) is a PONMRDP where the reward function only depends on the last transition. That is, the reward function is a function \( R : S \times A \times S \rightarrow \mathbb{R} \).

Because the agent cannot directly observe the state of the environment, she has to make decisions under uncertainty about its actual state. Then the agent updates her beliefs by interacting with the environment and receiving observations. A belief state \( b \) is a probability distribution over the set of states, that is, \( b : S \rightarrow [0, 1] \) such that \( \sum_{s \in S} b(s) = 1 \).

Definition 2 (Belief update). Given a belief state \( b \), action \( a \), and observation \( z \), we define an update operator \( \eta \) such that \( b' = \eta(b, a, z) \) if for every state \( s' \in S \),

\[
\begin{align*}
\eta(b(s')) &= \begin{cases} 
\frac{\sum_{s : b(s') = b(s)}}{\eta} \sum_{s, a : b(s, a) > 0} T(s' | s, a) b(s) & \text{if } O(s, a, s') = z; \\
0 & \text{otherwise}
\end{cases}
\end{align*}
\]

where \( b(s) \) denotes the probability that the environment is in state \( s \); \( \eta = 1/Pr(z \mid b, a) \) is the normalization factor for \( Pr(z \mid b, a) = \sum_{s' \in S, O(s, a, s') = z} \sum_{s \in S} T(s' | s, a) b(s) \).

Now, we have all the ingredients to define a belief non-Markovian reward decision process.

Definition 3 (BNMRDP). Given a PONMRDP \( \overline{M} \), the corresponding belief NMRDP is a tuple \( \overline{M}_b = (B, A, T_b, R_b, \gamma) \) where:

- \( A \) and \( \gamma \) are defined as in Def. 1.

- \( B \) is the set of belief states over the states of \( \overline{M} \).

- \( T_b : B \times A \times B \rightarrow [0, 1] \) is the belief state transition function defined as:

\[
T_b(b, a, b') = \sum_{z \in Z} Pr(b' | b, a, z) Pr(z | b, a)
\]

where \( Pr(b' | b, a, z) = \begin{cases} 1 & \text{if } b' = \rho(b, a, z); \\
0 & \text{otherwise}
\end{cases} \).

- the reward function \( R_b : (B \times A)^+ \times B \rightarrow \mathbb{R} \) is defined as:

\[
R_b(b_0, a_1, \ldots, s_n) = \sum_{b_0, a_1, \ldots, s_n} b_0(s_0) \cdots b_n(s_n) R(s_0, a_1, \ldots, s_n)
\]

By Def. 3, given a POMDP \( M \), the corresponding belief MDP is a tuple \( M_b = (B, A, T_b, R_b, \gamma) \), where The reward function \( R_b : B \times A \times B \rightarrow \mathbb{R} \) is defined as

\[
R_b(b, a, b') = \sum_{s, s' \in S} b(s) b'(s') R(s, a, s')
\]

Remark 1. In what follows we assume w.l.o.g. an initial distribution \( b_0 \). Such belief state \( b_0 \) can be generated by assuming an initial state \( s_0 \) and suitable auxiliary transitions over the states in \( b_0 \).
We now define policies, policy values, and optimal policies in a similar fashion to (Sutton and Barto, 2018) for all frameworks described above.

**Definition 4 (Non-Markovian Policy).** A non-Markovian policy \( \pi : (S \cdot A)^+ \cdot S \rightarrow A \) is a function from trajectories to actions. The value \( v^\pi(s) \) of a trajectory \( \vec{s} \) following a non-Markovian policy \( \pi \) is defined as:

\[
v^\pi(\vec{s}) = \sum_{s \in S} T(\vec{s} | \text{last}(\vec{s}), \pi(\vec{s})) \left[ R(\vec{s}, \pi(s), s') + \gamma v^\pi(s') \right]
\]

An optimal non-Markovian policy \( \pi^* \) is one that maximizes the expected value for any given trajectory \( \vec{s} \in (S \cdot A)^+ \cdot S \), that is, for all \( s \), \( v^\pi(s) = \max_{\pi} v^\pi(s) \).

By Def. 4, a Markovian policy \( \pi : S \rightarrow A \) is a non-Markovian policy that only depends on the last visited state. Then, the value \( v^\pi(s) \) of a Markovian policy \( \pi \) at state \( s \) is:

\[
v^\pi(s) = \sum_{s' \in S} T(s' | s, \pi(s)) \left[ R(s, \pi(s), s') + \gamma v^\pi(s') \right]
\]

Finally, an optimal Markovian policy \( \pi^* \) is such that for all \( s \in S \), \( v^\pi(s) = \max_{\pi} v^\pi(s) \).

**Definition 5 (non-Markovian Belief Policy).** A non-Markovian belief policy \( \pi_b : (B \cdot A)^+ \cdot B \rightarrow A \) is a function from belief trajectories to actions. The value \( v^\pi_b(\vec{b}) \) of a non-Markovian belief policy \( \pi_b \) for a trajectory \( \vec{b} \) of belief states is defined as:

\[
v^\pi_b(\vec{b}) = \sum_{b' \in B} T_b(\vec{b} | \text{last}(\vec{b}), \pi_b(\vec{b})) \left[ \pi_b(\vec{b}, \pi_b(b, b')) + \gamma v^\pi_b(\vec{b}, b') \right]
\]

An optimal non-Markovian belief policy \( \pi^*_b \) in a POMDP model is one that achieves the maximum value for any trajectory of belief states \( \vec{b} \in (B \cdot A)^+ \cdot B \): \( v^\pi_b(\vec{b}) = \max_{\pi_b} v^\pi_b(\vec{b}) \).

By Def. 5, a Markovian belief policy \( \pi_b : B \rightarrow A \) is a non-Markovian belief policy that only depends on the last belief state. Then, the value \( v^\pi_b(b) \) of a Markovian belief policy \( \pi_b \) at belief state \( b \) is given as:

\[
v^\pi_b(b) = \sum_{b' \in B} T_b(b' | \text{last}(b), \pi_b(b)) \left[ R_b(b, \pi_b(b), b') + \gamma v^\pi_b(b') \right]
\]

Finally, an optimal Markovian belief policy is such that for all \( b \in B \), \( v^\pi_b(b) = \max_{\pi_b} v^\pi_b(b) \).

Notice that, in a PONMRDP, i.e., a model where the rewards depend on trajectories of states and actions, optimal policies might also be Markovian as in the case of the counterexample in Sec 4. In following sections, when not explicitly stated, we will assume an element to be Markovian, e.g. we will refer to \( \pi \) as a non-Markovian policy and \( \pi \) as a policy.

### 3 EXTENDED POMDPs

In this section, we describe a state-space extension method to generate a correspondence between POMDPs and PONMRDPs. In particular, we extend the method originally proposed in (Bacchus et al., 1996) to partial observability.

First of all, we show how to generate a belief trajectory from a state trajectory.

**Definition 6 (Belief trajectory).** Given a model \( \mathcal{M} = (\mathcal{S}, \mathcal{A}, T, R, Z, O, \sigma_0, \gamma) \) and an element to be Markovian, e.g. we will refer to \( S \) as a non-Markovian policy and \( \pi \) as a policy.

\[
\text{First of all, we show how to generate a belief trajectory from a state trajectory.}
\]

**Definition 7 (Expansion).** A POMDP \( \mathcal{M} = (\mathcal{S}, \mathcal{A}, T, R, Z, O, \sigma_0, \gamma) \) is an expansion of a PONMRDP \( \overline{\mathcal{M}} = (\overline{\mathcal{S}}, \overline{\mathcal{A}}, \overline{T}, \overline{R}, \overline{Z}, \overline{O}, \overline{\sigma_0}, \gamma) \) such that:

1. For all \( s \in S \), \( \sigma(s) = s \).
2. For all \( s_1, s_2 \in S \) and \( e \in E \), if \( T(s_2 | s_1, a) \neq 0 \) and \( \tau(e) = e_2 \), then there exists a unique \( e_2 \) such that \( \sigma(e_2) = s_2 \) and \( T_{ES}(e_2 | e_1, a) = T(s_2 | s_1, a) \).
3. For all \( z \in Z \), \( \tau'(\sigma(z)) = z \).
4. For all \( z \in Z \), \( s, s' \in S \), and \( e, e' \in E \), if \( O(s, a, e, z, s') \), then there exists a unique \( e' \) such that \( \tau(e') = z \) and \( O_{ES}(e, a, e') = e_2 \).
5. For any trajectory \( s_0, \ldots, s_n \) in \( \overline{\mathcal{M}} \) with corresponding belief trajectory \( b_0, \ldots, b_n \) as per Def. 6, the trajectory \( e_0, \ldots, e_n \) in \( \mathcal{M} \) that satisfies \( \tau(e_i) = s_i \) for each \( 0 \leq i \leq n \) and \( \sigma(S_0) = e_0 \), generates a belief trajectory \( b_0, \ldots, b_n \) such that \( R_b(b_0), b_n, a, b_n) = R_b(e_{n-1}, a, e_n) \).

Intuitively the extended state \( e \) and observation \( e' \) such that \( \tau(e) = s \) and \( \tau'(e') = z \), can be thought of as labelled by \( s \circ l \) and \( z \circ l' \), where \( s \in S \) is the base state and \( z \in Z \) is the base observation.

---

1As detailed in Remark 1, we define an auxiliary initial state \( s_0 \) with suitable auxiliary transitions. Consequently \( b_0 \) is assumed to be the distribution assigning 1 to \( s_0 \) and 0 to all other states.
The most important items in Def. 7 are points 2, 4 and 5. Points 2 and 4 ensure that both $\mathcal{M}$ and $\overline{\mathcal{M}}$ are equivalent regarding their respective base elements in both state and observation dynamics. Point 5 asserts equivalence in reward structure from the agent’s perspective. Note that, differently from the expansions in fully observable models (Bacchus et al., 1996; Brafman et al., 2018), it is not enough that equivalent trajectories have the same rewards. Here, we require that they induce equivalent beliefs rewards (for details see Sec. 4).

An optimal agent, i.e., an agent that always follows an optimal policy, working in $\overline{\mathcal{M}}$ would construct a BMDP, where it follows the policy that maximizes the value of each belief state according to $\mathcal{R}_b$. Similarly, an optimal agent working in $\mathcal{M}$ would construct an extended BMDP maximizing the discounted expectation of $\mathcal{R}_b$.

Since belief states are generated exclusively from transition probabilities and observations given states and actions, clauses 2 and 4 induce a similar behavior between equivalent trajectories of believe states to what is presented in (Bacchus et al., 1996) for trajectories of states.

**Lemma 1.** Let the POMDP $\mathcal{M}$ be an extension of the POMMRDP $\overline{\mathcal{M}}$. Given a belief trajectory $\overline{\mathcal{b}}$ in $\overline{\mathcal{M}}$: $b_0 \xrightarrow{a_1, p_{10}} b_1 \cdots b_{n-1} \xrightarrow{a_n, p_{n0}} b_n$, there is a trajectory $\mathcal{b}$ in $\mathcal{M}$ defined as: $eb_0 \xrightarrow{a_{11}, p_{10}} eb_1 \cdots eb_{n-1} \xrightarrow{a_n, p_{n0}} eb_n$ where $eb_i(\tau(s_i)) = b(\tau(s_i))$ for all $0 \leq i \leq n$.

We say that $\overline{\mathcal{b}}$ and $\mathcal{b}$ are weakly corresponding belief trajectories.

**Proof.** From clause 2 immediately follows that for any trajectory $s$ in $\overline{\mathcal{M}}$:

$\overline{s} = s_0 \xrightarrow{a_1, p_{10}} s_1 \cdots s_n \xrightarrow{a_n, p_{n0}} s_n$

there is a trajectory $\mathcal{e}s$ in $\mathcal{M}$ of similar structure

$\mathcal{e}s = es_0 \xrightarrow{a_{11}, p_{10}} es_1 \cdots es_n \xrightarrow{a_n, p_{n0}} es_n$

where $p_{ei} = p_i$ and $\tau(es_i) = s_i$, for all $0 \leq i \leq n$. In this case we say that $\overline{s}$ and $\mathcal{e}s$ are weakly corresponding trajectories. Symmetrically, clause 4 assures that these weakly correspondent real states trajectories will generate as well weakly correspondent observation trajectories. As a consequence, it follows immediately that these trajectories will generate weakly correspondent belief trajectories.

Given Lemma 1 we can define strong correspondence.

**Definition 8.** Let $\overline{\mathcal{b}}$ and $\mathcal{e}b$ be weakly corresponding trajectories with initial belief states $b_0$ and $eb_0$, respectively. We say that $\overline{\mathcal{b}}$ and $\mathcal{e}b$ are strongly correspondent when $eb_0$ is an initial belief state.

This means that when the transformation induced by $\overline{\sigma}$, i.e., $eb_0(\overline{\sigma}(s_0)) = b_1$ is a trajectory containing only the current belief state, i.e., the first state of the trajectory in the non-Markovian model is the first state in the environment, we have strongly correspondent belief trajectories. Note that clause 5 requires that strongly correspondent belief trajectories have the same rewards.

Now we can introduce corresponding policies.

**Definition 9 (Corresponding Policy).** Let $\pi_b$ be a belief policy for expansion $\mathcal{M}$. The corresponding belief policy $\overline{\pi}_b$ for the POMMRDP $\overline{\mathcal{M}}$ is defined as $\overline{\pi}_b(\overline{\mathcal{b}}) = \pi_b(\text{last}(\mathcal{e}b))$, where $\mathcal{e}b$ is the strongly corresponding trajectory for $\overline{\mathcal{b}}$.

Given the expanded MDP from Def. 7 and corresponding policies as in Def. 9, we can now present the following result.

**Proposition 1.** For every policy $\pi_b$ in expansion $\mathcal{M}$, corresponding policy $\overline{\pi}_b$ in POMMRDP $\overline{\mathcal{M}}$, we have that $\overline{\pi}_b(\overline{\mathcal{b}}) = \nu_b(\text{last}(\mathcal{e}b))$, where $\mathcal{e}b$ and $\overline{\mathcal{b}}$ are strongly corresponding trajectories.

**Proof.** This is evident since corresponding policies will generate the same actions for any correspondent belief trajectory and predict the same expected discounted return given the equivalent transition and observation dynamics from clauses 1-4 in Def. 7 and that clause 5 imposes the same belief rewards.
Consequently we can find optimal policies for the PONRMDP by working on the POMDP instead.

**Corollary 1.** Let $\pi_b$ an optimal policy for expansion $M$. Then the corresponding policy $\pi_b$ is optimal for the PONRMDP $\overline{M}$.

Thus, given an optimal policy in the extended POMDP one can easily obtain an optimal solution for the original PONMRDP. As in previous fully-observable approaches, there is no need to generate $\pi_s$ explicitly and, instead, the agent can run with $\pi_b$ while assuming that the underlying model is $\overline{M}$.

4 A COUNTEREXAMPLE TO A NAIVE EXTENSION

As anticipated in the introduction, we illustrate now the relevance of item 5 in Def. 7. In particular, equivalences under perfect knowledge (Bacchus et al., 1996; Brafman et al., 2018) require only that strongly correspondent trajectories of states have the same rewards. Here we show that a naive extension of the definition of expansion in (Bacchus et al., 1996), i.e., one that requires equivalent dynamics on states and observations, and enforces equivalence between rewards on state trajectories only, may induce policies that are unfeasible in the non-Markovian model. Formally, consider a variant of Def. 7, where item 5 only is replaced as follows:

5'. For every trajectory $s_0, \ldots, s_n$ in $\overline{M}$ and $e_{s_0}, \ldots, e_{s_n}$ in $\overline{M}$ such that $\tau(e_{s_i}) = s_i$ for each $0 \leq i \leq n$ and $\pi(s_0) = e_{s_0}$, we have $R(s_0, \ldots, s_{n-1}, a_{n-1}, e_{s_n}) = R(e_{s_{n-1}}, a_{n-1}, e_{s_n})$.

We also introduce the notion of feasible policies:

**Definition 10 (Feasible Policy).** Given a PONRMDP $\overline{M}$ with an extended POMDP $M$. We say that a policy $\pi$ in $\overline{M}$ is not feasible in $\overline{M}$ if there exist a pair of states $s$ in $\overline{M}$ and $e_s$ in $\overline{M}$, where $s$ is a trajectory in $\overline{M}$ ending in $s$, $\tau(e_s) = s$ and $\pi(e_s) \neq \pi(s)$ for every policy $\pi$ in $\overline{M}$.

Now, we can prove the following theorem.

**Theorem 1.** There exist a PONRMDP $\overline{M}$ with expansion $\overline{M}$ given as in Def. 7 with item 5 replaced by item 5', where the optimal policy in $\overline{M}$ is not feasible in $\overline{M}$.

**Proof.** Consider the PONRMDP $\overline{M} = (S, A, T, R, Z, O, \gamma)$ depicted in Fig. 2, such that:

1. $S = \{s_1, s_2, s_3\}$;
2. $A = \{a_1, a_2\}$;
3. $T^{s_1} = \{[0, 0, 1], [0, 0, 1], [1, 0, 0]\}$ and $T^{s_2} = \{[0, 0, 1], [0, 0, 1], [1, 0, 0]\}$, where $T^{s_1}[1] = T^{s_2}(s_1)[s_1, s_2, s_3], T^{s_2}[2] = T^{s_1}(s_2)[s_1, s_2, s_3], \ldots$;
4. the reward function $R$ is given as $R(\bar{w}) = \begin{cases} 1 & \text{if } \bar{w} = w_0, w_1, w_2 \text{ and } w_0 \neq w_2; \\ 0 & \text{otherwise}. \end{cases}$
5. the observation function $O$ is such that $O(s_2) = 1$ and $O(s_3) = 2$ for $Z = \{z_1, z_2\}$ (we assume that observations are independent from the action taken);
6. $\gamma = 1$.

Finally, we assume an initial distribution $b_0 = [0.3, 0.7, 0]$. Note that, we consider time horizons of 3 time steps only.

Since both initial states $s_1$ and $s_2$ are indistinguishable (i.e., they return the same observation), but there is a higher chance of starting in $s_2$, an optimal policy in $\overline{M}$ is taking action $a_1$ for every state.

$$\pi(b_1) = [p(a_1) = 0, p(a_2) = 1] \text{ for any } b_1 \quad (1)$$

Now consider the expansion $M$, where states and observations are extended with a labelling that tells the agent the previous state visited. Formally, $M = (E, A, T, R, Z, O, \gamma, \gamma')$, where:

- $A$ and $\gamma$ are the same as in $\overline{M}$;
- $ES = \{s_1, s_2, s_3, s_5, s_3, s_1, s_3, s_2\}$;
- $EZ = \{ez_1, ez_2, ez_3, ez_4, ez_5\}$;
- $O_E(0, 0, s_1) = O_E(0, 0, s_2) = ez_1$ and for all $a \in A$, $e_s \in ES, O_E(es, a, s_3, s_1) = ez_2, O_E(es, a, s_3, s_1) = ez_3, O_E(es, a, s_3, s_2) = ez_4, O_E(es, a, s_3, s_2) = ez_5$.
- The transition function is as depicted in Fig 2.
- The reward function is defined as:

$$R(\bar{e}_s, a, e_{s_{i+1}}) = \begin{cases} 1 & \text{if } \bar{e}_s = e_{s_1} \text{, } a_1 = e_{s_2} \text{, } e_{s_{i+1}} = e_{s_3}; \\ 1 & \text{if } \bar{e}_s = e_{s_2} \text{, } a_1 = e_{s_1} \text{, } e_{s_{i+1}} = e_{s_3}; \\ 0 & \text{otherwise}. \end{cases}$$

Now, functions $\tau : ES \rightarrow S, \sigma : S \rightarrow ES, \gamma' : EZ \rightarrow Z$, and $\gamma' : Z \rightarrow EZ$ are intuitively defined as follows: $\tau$ and $\sigma$ add the information of the previous state visited to construct the extended state or observation respectively, while $\sigma$ and $\gamma'$ remove that information. The POMDP $\overline{M}$ satisfies the requirements in Def. 7 with condition 5' to be an expansion of $\overline{M}$. Figure 2 illustrates $\overline{M}$ and $\overline{M}$.

We now show that the optimal policies in this model is not feasible in the original. In the expansion POMDP $\overline{M}$ an optimal policy is one that:

$$\pi^*_b(\bar{e}_i) = \begin{cases} a_2 & \text{if } e_{z_1} = e_{z_2}; \\ a_1 & \text{if } e_{z_1} = e_{z_2}; \\ a_1 \text{ or } a_2 & \text{otherwise.} \end{cases} \quad (2)$$
where $e_{s_3}$ is the last observation used to obtain $eb_1$. So, we have that $v^{e_1^{\pi}}(s_1, s_3) = v^{e_1^{\pi}}(s_1, s_2) = 1$.

However, in the original model $\tilde{M}$ the maximum value we can obtain for $\pi(s_1, s_3)$ is $v^{f_1}(s_3) = 0.7$. Thus we have that $v^{e_1^{\pi}} \neq v^{f_1}$. $\square$

Intuitively, an expansion with condition 5' does not prevent generating an equivalent model where the dynamics are the same, but information differs. In models with knowledge of the state, the expansion method must ensure that the agent has access to the same information available in the trajectories of the original system.

## 5 RELATED WORK

The intersection between formal methods and reinforcement learning has lead to a growing interest and demand of reinforcement learning agents solving temporally extended instructions that are naturally described as non-Markovian. Early work (Bacchus et al., 1996) focus on facilitating the application of RL algorithms to non-Markovian problems by introducing the concept of extended MDP as a minimal equivalent Markovian construction that allows RL agents to tackle a problem where rewards are naturally conceived as non-Markovian. Later literature (Toro Icarte et al., 2018; Giacomo et al., 2019; Illanes et al., 2020) has applied similar constructions with increasingly complex benchmarks, e.g., the Minecraft-inspired navigation environment (Andreas et al., 2017) or MiniGrid (Chevalier-Boisvert et al., 2018), and expressive languages such as co-safe linear-time temporal logic (co-safe LTL) (Kupferman and Vardi, 2001) or linear dynamic logic over finite traces (LDL$_f$) (Brafman et al., 2018). This combination of temporal logic and RL has also sparked interest in multi-agent systems in a comparable extending-the-non-Markovian-model fashion with examples such as the extended Markov games (León and Belardinelli, 2020) and the product Markov games (Hammond et al., 2021). Some of the latest contributions (Toro Icarte et al., 2019) have empirically applied this kind of extensions to partially observable environments. However, to the best of our knowledge, no previous work has provided theoretical studies about how a PONMRDP should be extended to ensure finding an optimal policy that is guaranteed to be optimal and applicable to the original non-Markovian problem at hand.

## 6 CONCLUSIONS

When tackling real world problems with autonomous agents it is common to face settings that are naturally described as non-Markovian (i.e. relying on the past) and partially observable. We presented an expansion method for extending p.o. non-Markovian reward decision processes, so as to obtain an equivalent POMDP, where a Markovian agent can find an optimal policy that is guaranteed to be optimal for the original non-Markovian model. We also provided proof that naive expansions from existing methods for fully observable models might find solutions that are not applicable in the original problem. Note that, in this work we considered the setting in which the observation function is deterministic to simplify the presentation. Nonetheless, a counterexample for the naive extension in this setting is a counterexample for the general case. Our work provides theoretical ground for research lines solving complex instructions, such as complex temporal logic formulas, through RL in environments with imperfect knowledge of the state of the system.
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