Compact, Accurate and Low-cost Hand Tracking System based on LEAP Motion Controllers and Raspberry Pi
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Abstract: The large diffusion of low-cost computer vision (CV) hand tracking sensors used for hand gesture recognition, has allowed the development of precise and low cost touchless tracking systems. The main problem with CV solutions is how to cope with occlusions, very frequent when the hand has to grasp a tool, and self-occlusions occurring when some joint obscures some other. In most cases occlusions are solved by using synchronized multiple stereo sensors. Virtual Glove (VG) is one of the CV-based systems that uses two orthogonal LEAP sensors integrated into a single system. The VG system is driven by a Personal Computer in which both a master operating system (OS) and a virtual machine have to be installed in order to drive the two sensors (just one sensor at a time can be driven by a single OS instance). This is a strong limitation because VG has to run on a powerful PC, thus resulting in a not properly low-cost and portable solution. We propose a VG architecture based on three Raspberry Pi (RP), each consisting of a cheap single board computer with Linux OS. The proposed architecture assigns an RPi to each LEAP and a third RP to collect data from the other two. The third RP merges, in real time, data into a single hand model and makes it available, through an API, to be rendered in a web application or inside a Virtual Reality (VR) interface. The detailed design is proposed, the architecture is implemented and experimental benchmark measurements, demonstrating the RPi-based VG real-time behaviour while containing costs and power consumption, are presented and discussed. The proposed architecture could open the way to develop modular hand tracking systems based on more than two LEAPs, each associated to one RP, in order to further improve robustness.

1 INTRODUCTION

Computer vision (CV) (Voulodimos et al., 2018) is actually applied with success for the development of touchless hand tracking systems due to the low cost, increasing precision, fastness and high versatility in recognizing every hand size and silhouette (Oudah et al., 2020). On the contrary, wearable gloves (WG) use devices installed directly on the hand and fingers (Battaglia et al., 2015; Luzhnica et al., 2016; Wang et al., 2020) which make them haptic and precise. However, WG expensive, need to be specifically designed for a hand size and shape and could be very limiting for the movements. CV-based approaches (Placidi, 2007; Placidi et al., 2013; Erden and Cetin, 2014; Marin et al., 2016; Placidi et al., 2017; Placidi et al., 2018; Kiselev et al., 2019; Shen et al., 2019; Yang et al., 2020; Amur et al., 2020; Placidi et al., 2021) use the interpretation of video-collecting devices, usually sensors operating also in the visible or in the infrared (IR) range, placed at a certain distance from the hand. The key advantage of CV-based systems is that no physical contact is required and the movements are free, fluid and natural, being the hand unforced to wear anything, and it could naturally grip specialized tools to carry on specific procedures. For these reasons, CV hand tracking systems are growing especially in human-system interaction, to improve the communication between users and computers, virtual reality environments, devices and robots, also from remote, to perform medical procedures and for rehabilitation (Ankit et al., 2011; Avola et al., 2013; Placidi et al., 2015; Imran and Raman, 2020;
Mahdikhanlou and Ebrahimnezhad, 2020; Chen et al., 2015; Jin et al., 2016; Erden and Cetin, 2014; Liu and Zhang, 2014; Carriero et al., 2016; Zhang et al., 2019; Petracca et al., 2015; Moro et al., 2016).

Among the CV based gloves, those implemented with the LEAP (LEAP1) sensor are the most diffuse (Placidi et al., 2017; Placidi et al., 2018; Kiselev et al., 2019; Shen et al., 2019; Yang et al., 2020; Ameur et al., 2020) due to the fact that LEAP is accurate, low-cost, compact (Bachmann et al., 2014) and can effectively be used for hand tracking.

LEAP sensor uses 3 IR light sources and two detectors to obtain 3D visual information saved and reproduced almost simultaneously (more than 60fps) from the server. One of its advantages is that it is appropriate for different hand sizes (adults and children), as well as for different hand shapes (healthy people and patients with residual infirmities).

However, all CV hand tracking systems, including LEAP-based, have to face the problem of occlusions, occurring when some hand joints are invisible to the sensors, being occlusions either produced by external objects grasped by the hand or by parts of the hand itself (self-occlusions).

Due to occlusions, CV-based tracking systems can fail to correctly reproduce position/trajectory of the hand or parts of it because the position of the invisible parts are guessed, thus resulting in inaccurate and unstable representations. This could be negligible when just raw gestures need to be reproduced, but crucial when finer movements are used in tele-operated applications, such as tele-surgery or operations in dangerous environments (Choi et al., 2018; Mueller et al., 2019; Smith et al., 2020).

The only way to reduce the impact of occlusions is to use multiple sensors surrounding the scene, in a multiple-view arrangement, all sensors synchronized each-other and all contributing to recover the hand model in real-time (occlusions are solved because points which are invisible to one sensor can probably be visible to another).

Recently, several works have been published with the aim of improving hand tracking accuracy by combining LEAP data with those of other devices or data from multiple LEAPs (Marin et al., 2016; Mahdikhanlou and Ebrahimnezhad, 2020; Yang et al., 2020; Kiselev et al., 2019; Shen et al., 2019; Placidi et al., 2017; Placidi et al., 2018; Placidi et al., 2021).

In particular, in (Marin et al., 2016) a LEAP is supported by a Depth camera. The system has very good accuracy (regarding gesture recognition) but low frame rate (15fps) making it not suitable for applications that requires higher frequency (30fps or greater)

1https://www.ultraleap.com/
with serious problems with the real-time maintenance (at least 30fps) on a low-cost computer. Though, in principle, the paradigm of VG (Placidi et al., 2017) is applicable to any number of sensors placed in any angular configuration, the choice of two orthogonal sensors represents a good compromise between optimization/positioning of the region of interest (ROI), precision and efficiency. In fact, position/dimensions of the ROI and precision with respect to the angle are left to project-related considerations: what is critical in VG is the possibility of maintaining the real time (at least 30 fps are necessary for hand motion fluidity).

Since now, also in its final ensemble (Placidi et al., 2021), VG was limited to the use of just two LEAP sensors because of maintaining efficiency in driving the LEAP sensors with a single powerful personal computer.

Aim of the present paper is to design and test a different hardware architecture to drive LEAP sensors in VG in order to allow, in the future, the extension of its concept to more than 2 sensors while maintaining both cost and power consumption low.

The rest of the manuscript is structured as follows: Section 2 reviews VG assembly. Section 3 details the proposed architecture. Section 4 presents experimental benchmark data and discussion. Finally, Section 5 concludes the manuscript and delineates future developments.

2 ORIGINAL VG CONFIGURATION

As discussed above, and referenced in (Placidi et al., 2018), VG is composed by two orthogonal LEAP sensors each lodged on a side of a square-angle aluminium support of side 25 cm (see Figure 1). The centre of each LEAP was positioned at 18.5 cm from the internal part of the corner of the support: this was established to optimize the signal in a cylindrical region of interest (ROI) of radius 10 cm and height 21 cm while also reducing the effects of IR interference between sensors. The two sensors were calibrated to allow data integration between them and to construct a single hand model with data coming from both sensors in real time (about 60 fps). Different fusion strategies were presented: the original, simple, used data from just one sensor at a time, those having the most favourable view of the hand, in mutual exclusion (Placidi et al., 2018); the second, smarter than the first (but slower), used data from both sensors in each frame and merged the joints from one sensor with those from the other according to the calculation of temporal behaviour (temporal smoothness) of each joint (Placidi et al., 2021).

In either cases, data from the sensors had to be collected by different machines. In fact, a limitation of the LEAP sensor is that an instance of the Operating System (OS) can drive no more than one sensor. The simultaneous management of multiple LEAP sensors was solved by using a virtual machine. The virtual machine (Slave) was installed on the physical machine (Master): one sensor was assigned to Master and the other to Slave, thus allowing to each machine to instantiate its own, single, driver. Data provided by both machines were rerouted towards a server (hosted on the Master) that provided to send data of both devices to the Master machine.

The server driven data from both LEAP sensors and provided data fusion: data fusion strategy is also implemented on the Master OS.

The previous stratagem allowed to drive 2 LEAP sensors in a single machine: however, the host computer was required to be powerful. Another choice would be to use different PCs for different sensors, but this would make VG architecture even more complex, expensive and cumbersome than the one used, at least until now.

3 RPi-BASED VG CONFIGURATION

Recent advances in the field of microprocessors has allowed the development of cheap, compact and powerful computers to be used in several applications. Raspberry Pi (RP) 4 model B (https://www.raspberrypi.org/) is a single board computer equipped with a 64 bits quad-core ARM8 Broadcom BCM2711

Figure 1: Orthogonal LEAP sensors assembly in VG.
possible either from a proprietary SDK or from a web-socket client. In fact, the daemon hosts a websocket server. Leapd allows the hand model formation and its transfer outside the board (we use websocket to transfer it to RP3).

Visualizer is an application, furnished by the SDK, which allows to visualize the hand model generated from the LEAP sensor. The final ensemble of the RPi-box is reported in Figure 3.

Each RPi is equipped with a 64 GB Sandisk SD card, transfer rate of 120 MB/sec.

The installation procedure starts by compiling Box86 on the RPi (in the proprietary OS of RPi, the installation requires the use of the apt package manager, being the command “cmake” absent). In order to save the execution file of Box86 in the OS, the command “make install” has to be executed followed by a restart of the system.

Once Box86 is installed, it is possible to execute the daemon of the LEAP sensor first by downloading the file “LeapDeveloperkit” for Linux from the proprietary site (https://developer.leapmotion.com/sdk-leap-motion-controller). The executable file has to be in the path x86/usr/bin: its execution is possible by running the command “sudo box86 leapd”.

A similar procedure needs to be executed to install the process Visualizer. However, it requires the Qt library: for this reason, Qt has to be installed on the OS before running the Visualizer. After that, the command “sudo box86 Visualizer” is sufficient to run the Visualizer (as shown in Figure 5).

Finally, the client/server software developed in (Placidi et al., 2018) with the fusion strategy presented in (Placidi et al., 2021) has been tested on the new architecture. As discussed above, the web-based
Figure 4: RPi-based VG in its final embodiment, composed by: RPi-box (lateral view, the cooling system is now visible), sensor support, wide-screen, keyboard and mouse.

Figure 5: A screenshot collected from the RP1. The system resources are shown alongside the Leap Visualizer which renders a stick model of the hand. In order to represent the hand movement, colored lines at the tips of the fingers were added. This negatively affects the Frame Rate.

4 RESULTS

The first test was conducted on RP1 and RP2. The experiment consisted on tracking a free moving hand for a total of 10 minutes. Since RP1 and RP2 are twins with respect to the hardware and software they use, the results are very similar and, for this reason, reported only for RP1, in Figure 6. Data in Figure 6 show that RP1 and RP2 are capable to run the whole Leap Motion Controller software, including the Leap Visualizer, at a frame rate which is about 33 fps. In this configuration, the CPU is not completely used (in the average, just 63% of the CPU is used). For our purposes, a first for of optimization can be obtained by excluding the Leap Visualizer from RP1 and RP2 (the model is visualized as a result of RP3). In this case, the resulting frame rate of both RP1 and RP2 is increased to about 37 fps and the CPU usage is reduced to 57%, in the average. The reduced CPU usage suggests that further optimization is possible to boost the frame rate.

The final test was conducted on RP3 in the final assembly for a free hand moving experiment of the same type, and the same duration, of that used for RP1 and RP2. Figure 7 shows that RP3 is capable to ren-
Figure 6: RP1 performance, in terms of frame rate and average CPU usage. Both parameters were sampled every 5 seconds for a total of 600 seconds.

Figure 7: RP3 performance, in terms of frame rate and average CPU usage. Both parameters were sampled every 5 seconds for a total of 600 seconds.

der about 34 fps in the web-based rendering software with an average CPU usage of 60%. The final frame rate is lower than that in RP1 and RP2 because the merging operation among the models coming from RP1 and RP2 is time consuming, though RP3 was free from the driver of the LEAP device. Also in this case, the CPU is not completely used and further optimization is possible through, for example, the use of smart...
shape-based segmentation strategies (Franchi et al., 2009). However, for our purposes, the goal of maintaining a frame rate of at least 30 fps is completely fit.

It is important to note that a fundamental role is assumed by the used SD; in fact, when we tried to change the SD with one of the same capacity but of 80 MB/s in transfer rate, the performance fell to about 17 fps. This fact authorized us to imagine that the use an SD with a transfer rate greater than 120 MB/s could contribute to improve the frame rate above 35 fps, though this has not been attempted and it is out the scope of our project (our goal is to obtain a final frame rate which is above 30fps in the final hand model reproduced in a virtual environment).

However, we have verified that the hardest role in our project is assumed by RP3: in fact, its assigned tasks are data fusion, model reconstruction and reproduction in the graphic interface. The final frame also using the graphic interface was 34 fps when using the smart fusion strategy presented in (Placidi et al., 2021). Though still acceptable, that number is very close to the lower limit, though a further gain in fps can be obtained by stressing the CPU usage.

The final assembly, showing RPi-Box, LEAP support, wide-screen, keyboard and mouse is reported in Figure 4.

In this final version, keyboard and mouse were used: a touch-screen could allow the elimination of both these devices.

5 CONCLUSION

We have demonstrated that a VG can be implemented by using cheap PCs instead of a costly, bulky and power consuming PC. In fact, we have implemented a low-cost and compact embodiment of the VG by using three light RP 4 model B. The results is a VG version with a frame rate of 34 fps which is acceptable for most of VG purposes, though it could be too low for high (temporal) resolution procedures (such as medical interventions). Improvements could be obtained along different directions:

1. by using last, most powerful, versions of RP;
2. by using faster SDs;
3. by optimizing the software in order to better use the CPU power;
4. by using the 64 bit version of the emulator when it will be available;
5. by using more than three RP.

The last case could improve performance by dividing the tasks of RP3 among two RPi in series: one to collect data from RP1 and RP2 and to fuse the models and the other to render the final model in the VR environment.

Thanks to the scalability of the system, a further extension of the proposed architecture would be to drive more than two LEAP sensors, maybe by implementing the designs proposed in (Kiselev et al., 2019; Shen et al., 2019), for further reducing occlusions. In that case, however, the RP acting as a hub would receive and process information from several RPi and an efficient and smart data fusion strategy would be necessary to maintain real-time.
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